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This morning, I will not talk to you about Statistics because I know you have heard enough on that subject. With your indulgence, I would like to speak about two types of LEADERSHIP. The first type is the one about which most of us are familiar with and may be called as the authoritative or conservative or paternalistic kind. The second type is less known and may be called the participative kind or leadership by participation.

It is generally admitted that people must be led. They also say that people perform best under leaders who are creative, imaginative, and aggressive-under leaders who lead. It is the responsibility of the leader to marshall the forces of the organization, to stimulate effort, to capture the imagination, to inspire people, to coordinate efforts, and to serve as a model of sustained effort.

The leader should keep an appropriate social distance, show no favorites, control his emotions, command respect and be objective and fair. He must know what he is doing and where he wants to go. He must set clear goals for himself and for the group or the corporation and then properly communicate these goals to all members of the organization. He must listen to advice and counsel before making decisions. However, it is his responsibility to make decisions and to set up mechanisms for seeing that the decisions are implemented. After weighing the facts and seeking expert counsel, he must make policy

[^0]and rules, set reasonable boundaries, and see that these are administered with justice and wisdom, even compassion.

The leader should reward good performance and learn effective ways of showing appreciation. He must be equally ready to criticize where warranted and to appraise performance frequently, fairly and without error. He must command strong discipline, not only because people respect a strong leader, but because strength and firmness indicate care and concern. Good leadership requires good followers. People tend to follow good leaders. Methods of election and selection are therefore very important. In many cases, finding the right chairman or president is the critical variable in the success of a program or a company. The quality of an organization is often judged by the visible quality of its leadership.

I HAVE JUST DESCRIBED TO YOU the first type of leadership: the AUTHORITATIVE kind which is familiar to most of us. I WILL NOW PROCEED TO DESCRIBE TO YOU the second type of leadership, the PARTICIPATIVE or GROUP APPROACH to leadership.

People grow, produce, and learn best when they set their own goals, choose activities that they see as related to these goals, and have a wide degree of freedom of choice in all parts of their lives. Under most conditions, persons are highly motivated, like to take responsibilities, can be trusted to put out a great deal of effort toward organizational goals, are creative and imaginative, and tend to want to cooperate with others.

The most effective leader is one who acts as a catalyst, a consultant, and a resource to the group. His job is to help the group to grow, to emerge and to become more free. He acts in such a way as to facilitate group strength, individual responsibility, diversity, non-conformity and aggressiveness. The good leader tends not to lead. He permits, feels, acts, relates, fights, talks - acts human as do other members of the group.

The participative leader who trust his colleagues and subordinates and has confidence in them tends to be open and frank, to be permissive in goal setting, and to be non-controlling in personal style and leadership policy. The self-adequate person tends to assume that others are also adequate and that, other things being equal, they will be responsible, loyal, appropriately work-oriented when work is to be done and adequate to carry out jobs that are commensurate with their levels of experience and growth. People naturally tend to share their feelings with those whom they trust and this is true at the simplest and most direct level of inter-personal relationships, as well as at more complex levels of organizational communication.

The participative leader is permissive in his relations with subordinates, for he assumes that people grow, learn to assess their own aptitudes, discover their deep-laying interests, and develop their basic potentials. Therefore, he gives his subordinates every opportunity to maximize self-determination and self-assessment, to verbalize their goals, to try new jobs or enlarge the scope of the work they are doing. He also trusts them to make mature judgments about job assignments. When he is dealing with a work-team or a group, he lets the group to make decisions about job allotments and work assignments. Basic to participative leadership is this process of allowing people to be responsible for their own destinies, for setting their own targets, assessing their own development needs, searching out resources to aid in job accomplishment and participating in setting up organizational objectives.

The participative administrator helps in creating a climate in which he has no need to impose controls. He knows that in a healthy group, controls emerge from group processes as the need is felt. Then controls are medicated by group or organizational objectives and by such relevant data as deadlines and target dates. People or groups who have set their own goals build internal tension-systems which maintain goal orientation and create appropriate boundaries.

Formal and written rules about such things as work space, canteen and washroom use, stockroom neatness are less and less necessary when people are engaged in a common task with others whose feelings and views they freely share. When there is trust and mutuality, people are inclined to respect the rights of fellow members. Moreover, the feeling that one is trusted encourages exploration, diversity and innovation, for the person spends little time trying to prove himself. His time and energy are freed to define and solve problems, accomplish work and create new dimensions for his job. On the other hand, a fearful person uses a great deal of energy in defending himself against actual or imagined threat or attack. Direct and open flow of information serves to create an atmosphere which encourages people to share information with those above as well with those below. In general, openness and information giving and expressing feelings enhances consensus and the more nearly a group can reach consensus on operational problems, the higher the quality of the decision and the greater the group's commitment to the program.

## Which type of leadership is better: the AUTHORITATIVE or the PARTICIPATIVE?

The authoritative type is particularly appropriate to organizational form inherited from the medieval church and military; to a life of vertical hierarchy, prescribed role responsibilities and delegated authority; to a highly competitive economic and educational system; to the current dominant values of efficiency, excellence, productivity, task performance and perfectionism; to the impersonality, alienation, loneliness, and indifference in our people; to a world of automation, programming, data processing and engineering; to a persuasive, public relations and marketing mode of interpersonal commerce; to a world continually at war, threatened by war or preparing for war, i.e., to a world of machines.

The participative type of leadership is excellent for education for growth, intimacy, humanness and creativity; with the Christian ethics of love, honesty, faith, cheek-turning and
brotherhood. It provides a good climate for research, inquiry, scholarship, contemplation and learning. It works well with cooperation, group planning, team building and various successful forms of group effort. It has been used with effectiveness in many new and exciting developments in education, architecture, the creative arts, economics, management and all phases of modern life, in brief, with the world of human beings, with people.

However, one conclusion reached after exhaustive studies by behavioral scientists at Harvard, M.I.T., Michigan, Chicago, U.C.L.A., Stanford and elsewhere is that the PARTICIPATIVE or GROUP approach to leadership does not seem to work with all people and all situations. Research has shown that satisfied, happy workers are sometimes more productive - and sometimes merely happy. Some managers and workers are able to take only limited responsibility, however much the company tries to give them. Some people recognize the need to delegate but simply "can't let go". It has also been discovered that in a profit squeeze the only way to get costs under control fast enough is by centralized, authoritative "get tough" management.

Nevertheless few, if any, behavioral scientists would advocate a general return to authoritative management. Instead, they are seeking a more thorough, systematic way to apply participative principles on a sustained schedule that will give the theory a better chance to work. Others believe that management must be tailor-made, suited to the work or the people, rather than packaged in a standard mixture. Some people are not and never will be suited for democracy on the job, according to other experts.

It, therefore, remains as a challenge to each one of you as well as to me to find the type of leadership best suited to a particular situation. I am confident that the training you received here at the U.P. Statistical Center will stand you in good stead in meeting this challenge and arriving at the proper solution.

# ON THE APPLICATION OF STATIONARY PROCESSES IN ECONOMICS 

by

JOSE S. GUTIERREZ*

Models embodying two basic types of relationships are derived in economic theory. The first kind are purely definitional for example, savings plus investment equals income and expenditure on a commodity is its price times the quantity bought. The other type is of structural relationships, which describe the behavior of the individuals in the economy. Production functions, supply functions and demand functions are examples of the latter type. Structural parameters are involved in the latter type of relationships which have to be estimated by means of statistical methods. Elasticity of demand with respect to price, elasticity of demand with respect to income, marginal propensity to consume and marginal productivity, are examples of these structural parameters. The estimation of these parameters is difficult because the empirical data are actually the result of the interaction of many structural relationships. But, economic theory can only be useful when it has been connected with empirical facts which in general are of numerical kind ${ }^{8}$. However, even the use of appropriate desscriptive statistical methods fails to present clear patterns which can be easily interpreted in terms of economic theory. Besides, there are usually other factors which are unmeasurable other than those considered influencing the behavior of such patterns thus there is no assurance that the behavior of such patterns are not due to random causes not considered in the theory. It is for this reason that the use of theoretical statis-

[^1]tics is necessary in an attempt to sort out certain factors which may be regarded as random influence (5).

Limitations of some ordinary statistical models. Economic models based on theoretical statistics are set up according to some probability distribution with the assumption that such distribution fit the observation on hand best. Economic probability models may also throw some light on economic theory. Some dynamic models may be shown to be intrinsically unstable when small random influences are incorporated into the modal. A plausible theory explaining the quasi-cyclic behavior of some economic quantities which are determined by a set of equations is the system is disturbed by random shocks. Certain values of the constants although stable may show a tendency to overshot its equilibrium values and thus show a quasi-cyclic behavior (5).

Difficulties arises in estimating the parameters involved in the model. Consider a model involving the parameters $\theta_{1}, \ldots \theta_{\mathrm{r}}$ and the observations are a sample $\mathrm{x}_{1}, \ldots, \mathrm{x}_{\mathrm{n}}$ of a single variate which has a probability distribution $f\left(x / \theta_{1}, \ldots, \theta_{r}\right)$. The estimators of $\theta, \ldots, \theta$ are functions of the sample $\mathrm{t}_{1}\left(\mathrm{x}_{1}, \ldots, \mathrm{x}_{\mathrm{n}}\right)$, $\ldots, \mathrm{t}_{\mathrm{r}}\left(\mathrm{x}_{1} \ldots, \mathrm{x}_{\mathrm{n}}\right)$. The fundamental problem is whether the $\theta_{\mathrm{i}}$ are in principle estimable, disregarding the desirable criteria of such estimators. For example, given a set of observations $\left\{x_{1}\right\}$ such that $x=u+v$, where $u$ and $v$ are independent normal variates with means $\mathrm{m}_{1}$ and $\mathrm{m}_{2}$ and standard deviations $\sigma_{1}^{2}$ and $\sigma_{2}^{2}$. It is easy to see that these four quantities are not estimable separately and are referred to as unidentifiable. However, $m_{1}+m_{2}$ and $\sigma_{1}^{2}+\sigma_{2}^{2}$ are estimable and are therefore identifiable.

Consider an empirical situation in which $n$ pairs of values ( $\mathrm{x}_{1} \mathrm{y}_{1}$ ) , $\ldots,\left(\mathrm{x}_{n}, \mathrm{y}_{n}\right)$ have been measured and to make inferences from the data a probability model was set up. The relationship between $x$ and $y$ can be set up in at least four different models.

First, consider a simple linear regression model with the usual assumptions that the $\mathrm{x}_{1}$ are simply mathematical quantities or variable with no probability distribution attached to them. While $y_{i}$ have a probability distribution whose mean is a linear function of $x$. Further that this distribution is normal and the random error is constant and independent of $\mathbf{x}$. Thus the probability set to which our references are related, then consists of the joint distribution of all the $y$ 's for the fixed observed sets of the x's. Using this distribution, various tests of significance and estimation can be set up.

Suppose the following model is used,

$$
\begin{equation*}
\mathbf{y}_{1}=\beta_{0}+\beta_{1} \mathbf{x}_{1}+\epsilon_{1}(\mathbf{i}=1,2, \ldots \mathrm{n}) \tag{1}
\end{equation*}
$$

where $\mathrm{x}_{1}$ is coded so that $\overline{\mathrm{x}}=\mathrm{O}$ and $\beta_{o}=\mu_{\mathrm{y}}$, the x 's are assumed equally spaced and $\epsilon_{1}$ is a random error with variance $\sigma^{2}$. If a simple linear equation of the type $y_{1}=b_{0}+b_{1}{ }^{x}$ is fitted the $b_{0}=\bar{y}$ and $b_{1}={\underset{S_{x}}{ }{ }^{2}}_{\mathrm{S}_{\mathrm{y}}}$ and the variance of the predicted value $\overrightarrow{y_{1}}$ for a given $\mathbf{x}=\mathbf{x}^{\prime}$ is

$$
\begin{equation*}
\mathrm{V}_{1}=\mathrm{V}\left(\hat{\mathrm{y}_{1}}\right)=\sigma^{2} \quad\left[\frac{1}{\mathrm{n}}+\frac{\mathrm{x}^{\prime 2}}{\mathrm{~S}_{\mathrm{x}}^{2}}\right] \tag{2}
\end{equation*}
$$

Now, suppose, instead a quadratic function is fitted, of the form

$$
\begin{equation*}
\hat{\mathrm{y}}_{2}=\mathrm{b}_{0}+\mathrm{b}_{1} \mathrm{x}+\mathrm{b}_{2} \mathrm{z} \tag{3}
\end{equation*}
$$

where $z=x^{2}-\frac{S_{x}{ }^{2}}{n}$, is used, in order to have an orthogonal model so that $b_{0}=\bar{y}$. Since the $x^{\prime} s$ are assumed equally spaced with $\mathrm{x}=0, \frac{\mathrm{~S}_{\mathrm{x}}{ }^{2}}{\mathrm{n}}=\frac{\mathrm{n}^{2}-1}{12}$ then

$$
\begin{equation*}
\mathrm{V}_{2}=\mathrm{V}\left(\hat{\mathrm{y}}_{2}\right)=\sigma^{2}\left(\frac{\mathrm{n}}{1}+\frac{\mathrm{x}^{\prime 2}}{\mathrm{~S}_{\mathrm{x}}{ }^{2}}+\frac{z^{\prime 2}}{\mathrm{~S}_{z^{2}}{ }^{-}}\right) \tag{4}
\end{equation*}
$$

which is easily seen to be larger than $\mathrm{V}_{2}$.

The conclusion is clear that the use of a quadratic estimation equation based on the data only may be a very inefficient procedure for determining expected values.

Suppose a linear model is fitted when the true model is quadratic. For example, the true model is

$$
\begin{equation*}
y_{1}=\beta_{0}+\beta_{1} \mathbf{x}_{1}+\beta_{2} z_{1}+\epsilon_{1} \tag{5}
\end{equation*}
$$

and the estimating equation used was

$$
\begin{equation*}
\hat{y}_{1}^{\prime}=b_{0}+b_{1} x^{\prime} \tag{6}
\end{equation*}
$$

In this case $\mathrm{E}\left(\mathrm{y}^{\prime}\right)=\beta_{0}+\beta_{1} x^{\prime}$, whereas the true expected value is $E\left(y^{\prime}\right)=\beta_{0}+\beta_{1} x^{\prime}+\beta_{2} z^{\prime}$, indicating a bias of $\beta_{2} z^{\prime}$, If the concept of the mean square (MSE) is used to combine the bias and variance components, then

$$
\begin{align*}
\operatorname{MSE}\left(\mathrm{y}^{\prime}\right) & =\mathrm{E}\left[\hat{\mathrm{y}}_{1}-\mathrm{E}(\mathrm{y})\right]^{2} \\
& \left.=\mathrm{E}\left[\hat{\mathrm{y}}_{1}-\mathrm{E}(\hat{\mathrm{y}})_{1}\right)+\mathrm{E}\left(\hat{\mathrm{y}}_{1}\right)-\mathrm{E}\left(\mathrm{y}^{\prime}\right)\right]^{2} \\
& =\mathrm{V}_{1}+\left(\beta_{2} z^{\prime}\right)^{2}  \tag{7}\\
& =\sigma^{2}\left[\frac{1}{\mathrm{n}}+\frac{\mathbf{x}^{\prime 2}}{\mathrm{~S}_{x^{2}}^{2}}\right]+\left(\beta_{2} z^{\prime}\right)^{2}
\end{align*}
$$

As compared to $\mathrm{V}_{2}$, on this basis the simpler linear estimating equation would still have a lower average mean square mean error if $\beta_{2}{ }^{2}<-\frac{\sigma^{2}}{S_{x}{ }^{2}}$. In other words, if the error variance is so large that the standard error of $b_{2}$ exceeds $\beta_{2}$ one should. not attempt to use more than a linear estimating equation (1).

When both variable are assumed to be random variables that is the pair ( $\mathrm{x}_{1}, \mathrm{y}_{1}$ ) are jointly distributed in a biviarate probability distribution a model of a completely different kind is obtained. The statistic to show $\mathbf{x}_{1}$ and $\mathbf{y}_{1}$ are not distributed independently is the correlation coefficient

$$
\begin{equation*}
r=\frac{\mathbf{\Sigma}\left(y_{1}-y\right)\left(x_{t}-x\right)}{\sqrt{\left\{\mathbf{\Sigma}\left(y_{1}-y\right)^{2} \mathbf{\Sigma}^{2}\left(x_{1}-x\right)^{2}\right\}}} \tag{8}
\end{equation*}
$$

and the test statistic is

$$
\begin{equation*}
\mathrm{t}=\frac{\sqrt{\mathrm{n}-2}}{\sqrt{1-\mathrm{r}^{2}}} \tag{9}
\end{equation*}
$$

Nicholson (1948) studied the problem of the shrinkage of the correlation coefficient when applying a given estimating equation to a new set of data. Excellent goodness-of-fit to the same data used in deriving the equation may not hold up if the same equation is used for another set of data. It seems reasonable to assume that a model which is based on general considerations (such as theory or previous experience) and not on the data being fitted (7).

Ordinary statistical models as those described above are not very useful for serially dependent data, hence the need to construct a new theory in which successive observation are serially dependent on each other. This leads to the theory of stochastic processes (5).

Some simple stochastic models. Stochastic processes involve time in a continuous or discrete manner. Data encountered in economics are always given at discrete intervals. Although such data are often not the value of a variate at particular time but over an interval, the simplification resulting from considering discrete moments of time separated by intervals of constant length of time is great. .

The time interval considered is the year. Shorter time interval such as months or weeks may lead to the trouble of eliminating seasonal effects. Also, if there is a lag or serial dependence between the two series which will be spread over many more intervals than before will result to heavier computations.

Consider the processes which are stationary. Where a process is said to be stationary, if the joint distribution of any set ( $\mathrm{x}_{\mathrm{t}}, \mathrm{x}_{\mathrm{u}}, \ldots, \mathrm{x}_{\mathrm{r}}$ ) depends only on the differences between t , $u, \ldots, v$ and not their absolute values. It is convenient to
assume that the joint distribution of any set of the x 's is a multivariate normal distribution with mean zero and variance $\sigma^{2}$, that is, $\mathrm{E}\left(\mathrm{x}_{\mathrm{t}}\right)=\mathrm{O}$ and $\mathrm{E}\left(\mathrm{x}_{\mathrm{t}}{ }^{2}\right)=0$.

Define the serial correlation coefficients by

$$
\begin{equation*}
\sigma^{2} \rho_{\mathrm{s}}=\mathrm{E}\left(\mathrm{x}_{\mathrm{t}} \mathrm{x}_{\mathrm{t}}+\mathrm{s}\right)=\sigma^{2} \rho-\mathrm{s} \tag{10}
\end{equation*}
$$

and a serial covariance generating function,

$$
\begin{equation*}
S_{x}(z)=\sigma_{s=\infty}^{\infty} \sum_{s=\infty} Z^{g} \tag{11}
\end{equation*}
$$

where z is a complex variable (Quenouillie, 1947). The series converges in a ring $1-\delta \leq|\mathrm{z}| \leq 1+\delta\left(\sigma^{\prime}>0\right)$. This simplifies the mathematics involved with the simple processes since if a new process $\left\{y_{i}\right\}$ is defined by an equation of the form

$$
\begin{equation*}
y_{t}=\sum_{1=0}^{\infty} a_{i} y_{1-t} \tag{12}
\end{equation*}
$$

where $\sum_{t}^{\infty} \sum_{a_{1}}$ is dominated by a convergent series, with the serial covariance generating function given by

$$
\begin{equation*}
S_{y}(z)=\left(\sum_{1=0}^{\infty} a_{a_{1}-1}\right)\left(\sum_{1=0}^{\infty} a_{1} z^{j}\right) S_{x} z \tag{13}
\end{equation*}
$$

A simple model obtained by defining a process $\left\{\epsilon_{t}\right\}$ in terms of a completely random stationary process $\left\{\epsilon_{\mathrm{t}}\right\}$ by the relationship

$$
\begin{equation*}
\mathbf{x}=\rho \mathbf{x}_{\mathrm{t}-\mathbf{1}}+\epsilon_{\mathrm{t}} \tag{14}
\end{equation*}
$$

which is an example of a simple Markov process. For $\left\{\mathbf{x}_{t}\right\}$ to be a stationary process $|\rho|<\mid$ and by multiplying by $\mathbf{x}_{t-w}$ ( $\mathrm{s}>0$ ) and taking the expectations, $\rho_{s}=\rho-\mathrm{s}=\rho^{8}$. This process has the Markovian character that if $\mathrm{x}_{\mathrm{t}}$ is known, the conditional distribution of any set of $x$ 's with suffixes greater than $t$, given $\mathrm{x}_{\mathrm{t}}$, is independent.

The process (14) can be generalized by defining $\left\{\mathrm{x}_{\mathrm{t}}\right\}$ in terms of $\left\{\epsilon_{t}\right\}$ by the relationship

$$
\begin{equation*}
x_{t}+a_{1} x_{t-1}+\ldots+a_{r} x_{t \sim r}=\epsilon_{t} \tag{15}
\end{equation*}
$$

which is a stationary process under the condition that all the roots of the equation

$$
\begin{equation*}
\mathbf{z}^{r}+\mathbf{a}_{1} \mathbf{z}^{r-1}+\cdots+\mathbf{a}_{r}=0 \tag{16}
\end{equation*}
$$

lie inside the unit circle $|z|=1$ is imposed. The serial covariance generating function equal to unity and is given by

$$
\begin{equation*}
\left(1+a_{1} z+\ldots+a_{r} z^{r}\right)^{-1}\left(1+a_{1} z^{-1}+\ldots+a_{r} z^{-r}\right)^{-1} \tag{17}
\end{equation*}
$$

thus

$$
\begin{aligned}
& S_{r}(z)=\left(1+a_{1} z+\ldots+a_{r} z^{r}\right)^{-1} \\
& \left(1+a_{1} z^{-1}+\ldots+a_{r} z^{r}\right)^{-1}
\end{aligned}
$$

This is sometimes known as an autoregressive series and by choosing the a's so that the roots of (16) are complex, the series show oscillating behavior with a tendency to overswing the mean.

For a finite moving scheme,
$x_{t}=a_{0}+a_{1 \epsilon_{t-1}}+\ldots+a_{8} \epsilon_{t-r}$,
where $a_{0}>a_{1}, a_{t}>0$ and $\left\{t_{t}\right\}$ is a completely random series and

$$
\begin{equation*}
S_{x}(z)=\left(a_{0}+a_{1} z+\ldots+a_{r} z^{r}\right)\left(a_{0}+a_{1} z^{-1}+\ldots+a_{r} z^{r}\right) \tag{17a}
\end{equation*}
$$

and $\rho_{u}=0$ for $|\mathrm{s}|<\mathrm{r}$
Taking a moving average of a completely random series does not necessarily introduces oscillation if all the $a_{1} \geq 0$. Oscillatory tendency occur if some of the weights a are negative. The seemingly oscillatory behavior arises from the fact that moving average with positive weights will convert an irregular looking series into one which shows an appearance
of wandering about the mean and in which neighboring values tend to be alike.

Moving averages, especially with equal weights, have sometimes been used to remove trend. For a sequence $\left\{x_{t}\right\}$ the trend value at $t$ may be estimated by

$$
\mathbf{x}_{\mathrm{t}}=\left(\mathbf{x}_{\mathrm{t}-\mathrm{r}}+\mathrm{x}_{\mathrm{t}-\mathrm{r}+1}+\ldots \mathrm{x}_{\mathrm{t}}+\ldots+\mathrm{x}_{\mathrm{t}-\mathrm{r}+\mathrm{t}}+\mathbf{x}_{\mathrm{t}-\mathrm{r}}\right)
$$

$$
\begin{equation*}
(2 r+1)^{-1} \tag{18}
\end{equation*}
$$

and regard $\left\{\mathrm{x}_{\mathrm{t}}-\mathrm{x}_{\mathrm{t}}\right\}$ as the stationary process.
A word of caution may be in order, consider $\left\{y_{r}\right\}$ which is a sequence of mutually independent random variables. Moving averages of order $\mathbf{r}$ are defined by

$$
\begin{equation*}
x^{n}=\left(y_{n}+y_{n+1}+\ldots y_{n+r+1}\right) / r \tag{18a}
\end{equation*}
$$

It is easily seen that the $\left\{\mathbf{x}^{n}\right\}$ are not a Markov process. If only positions can be measured the process is a non-Markovian even though it is indirectly defined in terms of a Markov process (2).

Suppose $x_{t}$ is the sum of a finite number of strictly periodic terms together with a superimposed error given by

$$
\begin{equation*}
x_{t}=\sum_{1}^{r} A_{n} \operatorname{Cos}\left(a_{n} t+b_{s}\right)+c_{t} \tag{19}
\end{equation*}
$$

where $\left\{\epsilon_{t}\right\}$ is a completely random series. This model has been been referred to as that of concealed periodicities.

The theory of stochastic processes is useful in economics in the construction of models which may be fitted to observed series, thus shedding some light on economic theory. How economic statics requires a dynamic theory for the discussion of stability problems has been shown by Samuelson in 1947. With parameters appropriately chosen, most linear dynamic models produce damped oscillation of bounded amplitude as required in the explanation of trade cycle theory which if as-
sured to be non-linear has to be explained in some other way. Endogenous model can be set up from the linear models by introducing stochastic element into the model. For example given a simple linear model of the form

$$
\begin{equation*}
x_{t}+a x_{t-1}+b x_{t-2}=0 \tag{20}
\end{equation*}
$$

the constants could be appropriately chosen to produce damped oscillations. The process can be kept in continuing oscillatory state by introducing a random element on the right hand side of the equation. Thus the assumption of non-linearity and the existence of an exogenous oscillatory factor to account for the trade cycle could be avoided.

The problem of statistical ineference from observed series. First consider the estimation of the mean given by

$$
\begin{equation*}
\overline{\mathbf{x}}=\mathrm{n}^{-1}{\underset{1 \sim 1}{m} \mathbf{x}_{1}, ~}_{\text {in }} \tag{21}
\end{equation*}
$$

with a variance

$$
\begin{equation*}
\frac{\sigma^{2}}{\mathrm{n}}\left\{1+2 \sum_{s-1}^{\mathrm{n}+1}\left(1-\frac{s}{n}\right)_{\rho}\right\}=\sigma_{\mathrm{n}}^{2} . \quad \text { say } \tag{22}
\end{equation*}
$$

or if $n$ is large

$$
\begin{equation*}
\frac{\sigma^{2}}{n}\left\{1+2 \sum_{s=1}^{\infty} \rho_{s}\right\} \tag{23}
\end{equation*}
$$

where $\sigma^{2}$ is Var $\mathrm{x}_{\mathrm{t}}$.

If there is no serial correlation $\sigma_{\mathrm{n}}{ }^{2}>\mathrm{n}^{-1} \sigma^{2}$ and $\overline{\mathrm{x}}$ though unbiased and asymptotically efficient is usually not the most efficient. A weighted sum of the $\mathrm{x}_{1}$ with weights depending on the serial crrelations is the most efficient estimator. Since these serial correlation have to be estimated, the sample mean $\bar{x}$ is usually used.

To test for serial dependence, the first order serial correlation coefficient $r$, is used. Define the serial coefficient $r$, is used. Define the serial coefficient of order s:

$$
\begin{equation*}
\text { r. }=n(n-s)^{-1} \frac{\sum_{t=1}^{n-s}\left(x_{t}-\bar{x}\right)\left(x_{t-r}-\bar{x}\right)}{\sum_{t=1}^{n}\left(x_{t}-\bar{x}\right)^{2}} \tag{24}
\end{equation*}
$$

where

$$
\mathbf{x}=\mathbf{n} \sum_{i=1}^{n} x_{t}
$$

By setting $x_{n+t}=x_{t}$ this can be written

$$
\begin{equation*}
r_{s}=\frac{\sum_{t=1}\left(x_{t}-\bar{x}\right)\left(x_{t+5} \bar{x}\right)}{\sum_{t=1}^{n}\left(x_{t}-\bar{x}\right)^{2}} \tag{25}
\end{equation*}
$$

The existence of tables make the application of this test not difficult.
T. W. Anderson, 1948, gives one sided $5 \%, 1 \%$ and $0.1 \%$ levels of significance for $n=4,5, \ldots, 60$ for $r_{1}$, where

$$
\begin{equation*}
r_{1}=\frac{1 / 2\left(x_{1}-\bar{x}\right)^{2}+1 / 2\left(n_{n}-\bar{x}\right)^{2}+\sum_{2}\left(\dot{x}_{1}-\bar{n}\right)\left(x_{i-1}-x\right)}{\sum_{1}^{n}\left(x_{1}-\bar{x}\right)^{2}} \tag{26}
\end{equation*}
$$

while in terms of Von Neumann's mean square successive difference

$$
\begin{equation*}
\frac{\delta^{2}}{S^{2}}=\frac{n \sum_{\frac{2}{n}\left(x_{1}-x_{1-1}\right)^{2}}^{n-1 \sum_{1}^{n}\left(x_{1}-x\right)^{2}}=\frac{2 n}{n_{t}}\left(1-r_{1}\right), ~\left(\frac{1}{n}\right)}{\sum_{1}} \tag{27.}
\end{equation*}
$$

B. I. Hart tables for $\frac{\delta^{2}}{S^{2}}$ and R. L. Anderson has given tables for $r_{1}$ (26).

In what sense these tests are optimal have been considered by Anderson (1948). Take the alternative hypotheses that the $\mathbf{x}_{\mathrm{t}}$ are generated by the simple Markov process $\mathbf{x}_{\mathrm{t}}=\rho \mathrm{X}_{\mathrm{t}}{ }_{1}$ $+\epsilon_{t}$ where $|\rho|<\mid$ the $\left\{\epsilon_{t}\right\}$ are a completely random series,
no uniformly most powerful test exists even for one sided alternative. The test based on Von Neumann's ratio or on the first order serial correlation may be regarded optimal since $r$ as defined above is closed to the maximum likelihood estimate of $\rho$ for a simple Markov process generated by

$$
\begin{equation*}
\left(\mathrm{x}_{\mathrm{t}}-\mathrm{m}\right)=\rho\left(\mathrm{x}_{\mathrm{t}}-\mathrm{m}\right)+\epsilon_{\mathrm{t}} \tag{27a}
\end{equation*}
$$

when $m$ is unknown.
It should be mentioned, however, that $r$ is quite a biased estimator of $\rho$ for small samples.

Consider a simple Markov process generated by a relationship of the form

$$
\begin{equation*}
\mathbf{x}_{\mathrm{n}}=\rho \mathbf{X}_{\mathrm{n}-1}+\epsilon_{\mathrm{n}} \tag{27b}
\end{equation*}
$$

where $p_{s}=\rho^{8}$ and define the partial serial correlation by

$$
\rho_{2 \cdot \mathrm{x}}=\begin{align*}
& \rho_{2}-\rho_{1}{ }^{2}  \tag{28}\\
& 1-\rho_{1}^{2}
\end{align*}
$$

which is estimated by

$$
r_{2,1}=\frac{1-r_{1}^{2}}{r_{2}-r_{1}^{2}}
$$

This can be used to test the hypotheses that the process is a simple Markov process against the alternative that further terms need to be included in the generating relation. This test approximate the likelihood ratio criterion.

Periodigram can be a useful method if the population correlogram defined by $\left\{\rho_{s}, s=0,+1=\ldots\right\}$ and the integral spectrum defined by $W(\theta)$ are in a kind of Fourier transformation as given the Wold-Khintchine theorem.

The necessary and sufficient condition that any arbitrary sequence of real constants $\left\{\rho_{s}\right\} k=0, \pm 1, \ldots$ are the serial
correlations of some stationary process is that there exists a non-decreasing function $\mathrm{W}(\theta)$ such that

$$
\begin{equation*}
\mathrm{W}(\theta)=0 \quad \mathrm{~W}(\pi)=\pi \tag{30}
\end{equation*}
$$

and

$$
\rho_{\mathrm{r}}=\frac{1}{\Delta} \int_{0}^{\pi} \cos \mathrm{r} \theta \mathrm{dW}(\theta)
$$

$\sigma^{2} W(\theta)$ is then known as the integrated power spectrum of the process and $\sigma^{2} W(\theta)$ if it exists is known as the spectral density. If the $W(\theta)$ exists everywhere in the interval $(O, \pi)$ and satisfies certain wide regularity conditions, it is given by

$$
\begin{equation*}
W^{1}(\theta)=1+2 \sum_{1}^{\infty} \rho_{r} \text { os } r \theta=S\left(e^{\mathrm{i} \theta}\right) \tag{31}
\end{equation*}
$$

For an observed series $\left\{\mathbf{x}_{\mathbf{t}}\right\}$ with say, a known zero mean, the periodigram ordinate $I_{p}$, for a given value $p$ is defined by

$$
I_{D}=A_{p}^{2}+B_{p}^{2}
$$

where

$$
\begin{align*}
& \mathrm{A}_{\mathrm{p}}=\sqrt{\frac{2}{n}} \sum_{1}^{n} \quad x_{t} \cos \left(\frac{2 \pi \mathrm{pt}}{\mathrm{n}}\right)  \tag{32}\\
& \mathrm{B}=\sqrt{\frac{2}{n}} \sum_{1}^{n} \quad x_{t} \sin \left(\frac{2 \pi \mathrm{pt}}{\mathrm{n}}\right)
\end{align*}
$$

Setting the serial coveriance $c_{s}=\frac{1}{n-s}{\underset{1}{n}}_{n-s}^{x} x_{t} x_{t}+s$ then

$$
\begin{equation*}
I_{p}=2 \sum_{s=n+1}^{n-1}\left(1-\frac{|\delta|}{n}\right)\left(s \cos \left(\frac{2 \pi p s}{n}\right)\right. \tag{33}
\end{equation*}
$$

and $E\left(I_{p}\right)=2 \sigma^{2} \sum_{s=n+1}^{n-1}\left(1-\frac{|s|}{n} p s \cos \left(\frac{2 \pi \mathrm{ps}}{n}\right)\right.$
The spectrum may be calculated directly and a goodness of fit of Kolmogoroff's type may be used.

It seems many of the methods used in the analysis of economic time series are not very robust with respect to serial dependence. This is more serious matter than non-robustness with respect to normality since if there is doubt about normality, transformation or parametric methods could be used.

Multivariate processes. Suppose all the variables are variates and if there are $p$ of them and represent them by a prandom vector $\mathrm{x}_{\mathrm{t}}$ with p components and a transpose

$$
\begin{equation*}
\mathbf{x}_{\mathrm{t}}^{\prime}=\left(\mathrm{x}_{\mathrm{t}}{ }^{(1)} \ldots \mathrm{x}_{\mathrm{t}}{ }^{(p)}\right) \tag{34}
\end{equation*}
$$

The serial covarian $\sigma$ e matrix for any given $S(=0, \pm 1, \ldots)$ is defined;

$$
\left(C_{s}{ }^{j r}\right)=E\left\{x_{t} \mathbf{x}^{\prime} \quad\right\}=\left(C^{r j}\right)^{\prime}=\left\{\begin{array}{ccccc}
C_{s}^{11} & C_{s}^{12} & C_{s}^{12} & \ldots & C_{s}^{1 p} \\
C_{s}^{21} & C_{s}^{22} & C_{s}^{23} & \ldots & C_{s}^{p r} \\
\vdots & & & & \\
C_{s}^{p 1} & C_{s}^{D 2} & C_{s}^{p 3} & \ldots & C_{s}^{p p}
\end{array}\right\}
$$

where $C_{p}{ }^{\mathrm{jr}}=\mathrm{E}\left\{\mathbf{x}_{\mathrm{t}}{ }^{(1)} \mathbf{x}^{r}{ }_{\mathrm{t}-\mathrm{r}}\right\}=\mathrm{C}_{-\mathrm{a}}{ }^{\mathrm{r}}$,
The generalization of Wold-Khintahine theorem given by Cramer: The nevessary and sufficient conditions that any given set of matrices $\left\{\mathrm{C}_{\mathrm{e}}{ }^{\mathrm{jr}}\right\}(\mathrm{s}=0, \pm 1 \ldots)$ be the covariance matrices of a stationary p-variate process are that there exist $p$ (possibly complex) functions of $\mathrm{W}(\theta)$ that are defined and of bounded variation for $-\pi \leq \theta \leq \pi$ and such that

$$
\begin{equation*}
\mathrm{C}_{\mathrm{a}}^{\mathrm{jr}}=\frac{1}{2 \pi} \int_{-\pi}^{\pi}{\underset{-1}{1 \mathrm{~s}}}_{\pi}^{\pi} \theta_{\mathrm{a}} \mathrm{~W}_{\mathrm{sr}}(\theta) \tag{36}
\end{equation*}
$$

For $\mathrm{j}=\mathrm{k} \mathrm{W}_{\mathrm{jr}}(\theta)$ is real and nondecreasing.
The matrix covariance generating function given by

$$
\begin{equation*}
\mathbf{S}(z)=\left(\sum_{-\infty}^{\infty} \mathbf{C}_{s}{ }^{\mathrm{s} \mathrm{~F}^{s}}\right) \tag{37}
\end{equation*}
$$

will be convergent in an annulus $1-\delta \leq|z| \leq 1+\delta(\delta>0)$ $\mathrm{W}_{j+}^{\prime}(\theta)$ will exist and be given by

$$
\begin{equation*}
W_{j p}^{\prime}(\theta)=\sum_{-\infty}^{\infty} C_{x}^{r j} \epsilon^{1 s} \theta \tag{38}
\end{equation*}
$$

Now define a vector process $\left\{\mathbf{y}_{1}\right\}$ as a moving average matrix as follows:

$$
\begin{equation*}
\mathrm{y}_{\mathrm{t}}=\mathrm{A}_{\mathrm{o}} \mathbf{x}_{\mathrm{t}}+\mathrm{A}_{\mathrm{r}} \mathbf{x}_{\mathrm{t}-1}+\ldots \tag{38a}
\end{equation*}
$$

where each $A_{i}$ is a $p \times p$ matrix, such that each of the ( $i, j$ ) elements of the $A$ is an absolutely convergent series. Then if the matrix covariance generating function of the $\left\{y_{1}\right\}$ process is denoted by $\mathbf{S}_{y}(z)$, it can be easily seen that

$$
\begin{equation*}
\mathrm{S}_{\mathrm{y}} \mathrm{z}=\sum_{\mathrm{m}=0}^{\infty}\left(\mathrm{A}_{\mathrm{ta}} z^{-\mathrm{m}}\right) \mathrm{S}(\mathrm{z})\left(\sum_{r=0}^{\infty} \mathrm{A}^{\mathrm{m}} \mathrm{z}^{\mathrm{a}}\right) \tag{39}
\end{equation*}
$$

The vector analogue of the stationary autoregressive process in one variate is given by the equation

$$
\begin{equation*}
\mathbf{X}_{\mathrm{t}}+\mathrm{A}_{\mathrm{t}} \mathbf{X}_{\mathrm{t}}+\ldots+\mathrm{A}_{\mathbf{r}} \mathbf{X}_{\mathrm{t}}-\mathbf{r}=\eta_{\mathrm{t}} \tag{40}
\end{equation*}
$$

where the A's are $p \times p$ amtrices and $\eta$ is a column vector of variates whose variance-covariance matrix is $B=b_{1}$ and and such that the $\eta_{t, 9}$ for different values of $t$ are all independent. To insure that such an equation will generate a stationary process it is necessary that to impose some conditions on the A's and this is found to be that the roots of the equation

$$
\begin{equation*}
\left|1+\sum_{1=1}^{r} A_{1} Z^{-1}\right|=0 \tag{41}
\end{equation*}
$$

must all lie outside the unit circle $|z|=1$. When this is satisfied the matrix covariance generating function of the process is found to be

$$
\begin{equation*}
\left(1+\sum_{1=1}^{r} A_{1} z^{1}\right)^{-1} \mathrm{~B}\left(1+\sum_{1=1}^{r} A_{i} z^{\prime}\right)^{-1} \tag{42}
\end{equation*}
$$

which exists inside some annulus $1-\delta \leq|z| \leq 1+\delta(\delta>0)$

For the estimation of the means the process (40) is put in the more general form

$$
\begin{equation*}
X_{t}+A_{1} X_{t-1}+\ldots+A_{r} X_{t-r}+\mathbf{a}=\eta_{t} \tag{43}
\end{equation*}
$$

where $E\left(\mathbf{x}_{t}\right) \neq 0$. The $\eta_{t}$ are assumed to be serially independent vectors. In the fitting a system of the type (40) to a set of observations the choice of $r$ such that the resulting estimated $\eta_{t}$ may be regarded as serially independent needs further study. Assuming that the elements of $\eta_{t}$ have a diagonal va-riance-covariance matrix ( $\sigma_{i j}$ ) and also that they are normally distributed, the maximum likelihood estimators will be consistent and asymptotically normally distributed the maximum likelihood estimators of the A's and are found by minimizing the sum of squares and, therefore, coincide with the latest square estimates. Even if the x's are not normally distributed these variances and covariances which can be estimated (Mann and Wald).

Now consider two stationary series $\left\{\mathbf{x}_{\mathrm{n}}\right\}\left\{\mathrm{y}_{\mathrm{n}}\right\}$ with serial correlations $\rho_{\mathrm{a}}$ and $\rho_{s}^{\prime}$. The variance of the product moment correlation coefficient between these two series based on $n$ pairs of observation is given approximately

$$
\begin{equation*}
\underset{n-1}{1}\left\{1+2 \sum_{s=1}^{n-1}\left(1-\frac{n}{n}\right) \rho_{*} \rho_{n}^{\prime}\right. \tag{44}
\end{equation*}
$$

where the second factor is usually greater than unity in many economic applications.

An approximation of the distribution of $r$ is given by the following

$$
\begin{equation*}
1+(n-1)\left[1+2 \sum_{s=1}^{n-1}\left(1-\frac{s}{n}\right)\right]^{-1} \tag{45}
\end{equation*}
$$

The estimate $r_{g}, r_{\text {a }}^{\prime}$ cannot simply be substituted for $\rho_{s}$ and $\rho^{\prime}$ since the standard error of sampling of the second is comparable to its mean. The best procedure is to fit an autoregressive series of low order and calculate the higher order se-
rial correlation coefficients from the coefficients of this relation.

If the two rocesses are simple Markovian rocesses $\rho_{8}=$ $\rho_{1}{ }^{*}$ and $\left.\rho^{\prime}{ }_{8}=\rho_{5}^{\prime}\right)^{5}$ hence,

$$
\begin{align*}
& 1+2 \sum_{s=1}^{n=1}\left(1-\frac{s}{n}\right) \rho_{\star} \rho_{s}^{\prime}=n \frac{1+\rho_{1} \rho_{1}^{\prime}}{1-\rho_{1} \rho_{1}^{\prime}}- \\
& 2\left(1-\rho_{1} \rho_{1}^{\prime}\right)^{-2}\left\{\left(\rho_{1} \rho_{1}^{\prime}\right)^{\prime \prime}\left(1-\rho \rho_{1} \rho_{1}^{\prime}\right)-\right.  \tag{46}\\
& \left.\rho_{1} \rho_{1}^{\prime}\left[1-n\left(\rho_{1} \rho_{1}^{\prime}\right)^{-n}+n-1\left(\rho_{1} \rho_{1}^{\prime}\right)^{n}\right]\right\}
\end{align*}
$$

which is asymptotically equal to $\mathrm{n} \frac{1+\rho_{1} \rho_{1}^{\prime}}{1-\rho_{1} \rho_{1}^{\prime}}$.
The estimates r and $\mathrm{r}^{1}$ may now be substituted but these are biased in the small samples and may lead to an underestimated variance of $r$.

Consider the case where regression is the appropriate model. Suppose $\left\{y_{t}\right\}$ is the series whose regression on $\left\{x_{t}\right\}$ is to be examined. Assume that $\mathrm{y}=a+\beta \mathbf{x}_{\mathrm{n}}+\epsilon_{\mathrm{n}}$ where $\left\{\epsilon_{\mathrm{n}}\right\}$ is another process. To test whether $\left\{\epsilon_{r}\right\}$ is serially correlated or not is calculate the serial correlation coefficient of the residuals and use it as a test criterion.

The best linear unbiased estimator for $\beta$ could be obtained by minimizing the quadratic form

$$
\begin{equation*}
(y-x \beta)^{1} \Gamma^{-1}(y-x \beta) \tag{47}
\end{equation*}
$$

where $\mathrm{y}^{\prime}$ is the row vector $\left(\mathrm{y}_{1}, \ldots \mathrm{y}_{\mathrm{n}}\right), \beta$ is the column vector of the regression coefficients and $x$ is the matrix of regression variables. $F$ is the variance-covariance matrix of the residuals, usually this is unknown and assuming the serial correlations of the residuals are known.

This is just a partial review of some of the stationary processes which could be used in shedding some light on some economic theory. It might be worthwhile in this connection
to quote Hicks remarks on Samuelson's econometric work; ". . . It may well be that for econometric work a theory of Professor Samuelson's type is all we need; it gives a superb model for statistical fitting. But for the understanding of the economic system we need something more, something which does refer back, in the last resort, to the behaviour of people and the motives of their conduct..."
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# THE DISTRIBUTION OF MANILA ANNUAL RAINFALL DATA ${ }^{1}$ 

## by

RUDY H. TAN ${ }^{2}$

## 1. Introduction

The distribution of Manila annual rainfall data is usually assumed to be normal especially in climatological and forecasting works. But the real distribution is slightly skewed to the right, and any estimates at the tail ends of the curve have very wide confidence limits. The estimates, however, can be further improved by choosing a non-symmetrical distribution.

In this paper, it is assumed that the probability distribution of the Manila annual rainfall data is a gamma distribution. The choice is not arbitrary and is the most reasonable after considering several other distributions. It is based on the fact that annual rainfall data are known to be positively skewed with "cut-off" observation at the origin and unlimited to the right.
2. Source of the Data,

The data for this study are from both published and unpublished reports of the Climatological Division, Philippine Weather Bureau. Observations are for Manila area only. The data began in 1965, the first year of weather observations in the Philippines.

[^2]
## 3. Estimation of Missing Observations

Data for the war years from 1941 to 1945 are not available, and are considered missing observations. Although it would be reasonable to exclude from the analysis the missing observations, it is sometimes necessary to have objective estimates before certain analysis can be performed like testing for serial correlation. Also, any increase in the number of observations usually improve the fit of the theoretical distribution to the observed frequencies.

The scheme employed here to estimate the missing observations assumes that the data can be arranged in $p$ rows and $q$ columns. Denoting by $\overline{\mathrm{R}}_{\mathrm{i}}$ the mean of the ith row, $\overline{\mathrm{C}}_{j}$ the mean of the jth column, and $\bar{G}$ the total mean, the estimate $\mathrm{z}_{1 j}$ of the missing observation in the ith row and jth column is given by the following formula:

$$
\begin{equation*}
\hat{\mathbf{z}}_{1 j}=\overline{\mathbf{R}}_{1}+\overline{\mathbf{C}}_{3}-\overline{\mathbf{G}} \tag{1}
\end{equation*}
$$

It can be shown that if $\mathrm{pq}=\mathrm{n}$, the above estimation equation reduces to the formula for estimating a single missing value in a p x q classification. Unlike the well-known method of estimating several missing observations by the iterative application of the formula for a single missing value, the present scheme eliminates iteration completely by simply formulating as many equations as there are missing observations and solving these equations simultaneously. Using this scheme, the following estimates of the missing observations are obtained: $\mathrm{X}_{1941}=80.42, \mathrm{X}_{1942}=76.07, \mathrm{X}_{1943}=73.41, \mathrm{X}_{1944}=75.74, \mathrm{X}_{1945}$ $=69.09$.

## 4. The Gamma Distribution

A random variable $\mathbf{X}$ is said to be distributed as the gamma distribution if its probability density function is

$$
\begin{equation*}
\mathbf{f}(\mathbf{x})=\frac{1}{\Gamma(a) \beta^{a}} \mathrm{x}^{a-1} \mathrm{e}^{-x / \beta} \quad 0<\mathrm{x}<\infty \tag{2}
\end{equation*}
$$

where $\Gamma(a)$ is the gamma function of $a$.

The gamma distribution is completely determined by the parameters $a$ and $\beta$. $a$ is the shape parameter and $\beta$ the scale parameter. Its lower limit is zero for positive values of $x$ and is unlimited to the right. It is also positively skewed, the amount of skewness depending inversely on the shape parameter $a$. For this reason it has been found useful in fitting distributions of meteorological variates which are restricted to positive values and characterized by few extremely high values. An example is rainful distribution.

### 4.1. Maximum Likelihood and Moment Estimators of $a$ and $\beta$.

The problem is to estimate the parameters $a$ and $\beta$ from the sample observations. There are several estimation methods that will produce estimators with different attributes of "goodness" but the easiest to apply and one which possesses many desirable attributes is the method of Maximum Likelihood devised by R.A. Fisher.

Let $x_{1}, x_{2}, \ldots, x_{0}$ be a random sample of size $n$ from the gamma p.d.f. $\mathrm{f}(\mathrm{x} ; a, \beta)$, so that the likelihood function is

$$
\begin{equation*}
\mathbf{L}\left(\mathbf{x}_{1} ; a, \beta\right)=\prod_{i=1}^{n} \frac{1}{\Gamma(a) \beta^{a}} \mathbf{x}_{1}^{a-1} e^{-x / \beta} \tag{3}
\end{equation*}
$$

The logarithm of the likelihood function is

$$
\begin{align*}
& \mathrm{L}^{*}\left(\mathrm{x}_{1} ; a, \beta\right)=\ln \mathrm{L}\left(\mathrm{x}_{1} ; a_{i} \beta\right) \\
& =-\mathrm{n} \ln \Gamma(a)-\mathrm{n} a \ln \beta+(a-1) \Sigma \ln \mathrm{x}_{1}-\frac{1}{\beta} \mathrm{\Sigma} \mathrm{x}_{1} \tag{4}
\end{align*}
$$

Differentiating partially with respect to $a$ and $\beta$ gives

$$
\begin{align*}
& \frac{\partial L^{*}}{\partial a}=-\mathrm{n} \frac{\Gamma^{\prime}(a)}{\Gamma(a)}-\mathrm{n} \ln \beta+\mathrm{\Sigma} \ln \mathrm{X}_{1}  \tag{5}\\
& \frac{\partial L^{*}}{\partial \beta}=-\mathrm{n} \frac{a}{\beta}+\frac{1}{\beta^{2}} \Sigma \mathrm{X}_{\mathrm{i}} \tag{6}
\end{align*}
$$

where $\Gamma^{\prime}(a)=\frac{\partial \Gamma(a)}{\partial a}$, and $1 n$ is natural logarithm to the
base e. The maximum likelihood equations involving the estimates of $a$ and $\beta$ are obtained on equating (5) and (6) to zero. After simplifying, these are:

$$
\begin{equation*}
\ln \hat{\beta}=\frac{\Sigma \ln x_{1}}{n}-\Psi(\hat{a}) \tag{7}
\end{equation*}
$$

and

$$
\begin{equation*}
\overline{\mathbf{x}}=\widehat{a} \hat{\beta} \tag{8}
\end{equation*}
$$

where the caret $\left(^{\wedge}\right)$ is used over a parameter to indicate that it is a maximum likelihood estimator of the parameter. $\Psi(\hat{a})=\frac{r^{\prime}(\hat{a})}{\Gamma(\hat{a})}$ is called the "digamma function" and its values are extensively tabulated in "Tables of the Digamma and Trigamma Functions" by E. Pairman.

The complex nature of the maximum likelihood equations (7) and (8) does not readily yield to a direct solution of $\hat{a}$ and $\hat{\beta}$. However, the method of successive approximations can be employed to effect a solution by choosing $\hat{a}$ first and then solving for $\hat{\beta}$ by (8). A first trial value can easily be obtained by the method of moments.

Consider a random sample $x_{1}, x_{2}, \ldots, x_{n}$ of size $n$ from the gamma distribution. Then the sample moments are

$$
\begin{equation*}
\mathrm{m}_{1}^{\prime}=\frac{1}{\mathrm{n}} \quad \mathrm{\Sigma} \mathrm{x}_{\mathrm{i}} \tag{9}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathrm{m}_{2}^{\prime}=\frac{1}{\mathrm{n}} \quad \Sigma \mathrm{x}_{1}{ }^{2} \tag{10}
\end{equation*}
$$

The population moments can be obtained easily by differentiating the moment-generating function of the gamma distribution.

These are

$$
\begin{equation*}
\mu_{1}^{\prime}=\alpha \beta \tag{11}
\end{equation*}
$$

and

$$
\begin{equation*}
\mu_{2}^{\prime}=a(a+1) \beta^{2} \tag{12}
\end{equation*}
$$

The moment estimators are obtained by equating the population and sample moments. After simplifying these are:

$$
\begin{equation*}
\widetilde{a}=\frac{x}{\widetilde{\beta}} \tag{13}
\end{equation*}
$$

and

$$
\begin{equation*}
\widetilde{\beta}=\frac{-\frac{1}{\mathrm{n}} \mathrm{\Sigma} \mathrm{x}_{\mathrm{i}}{ }^{2}-\overline{\mathrm{x}}^{2}}{\overline{\mathrm{x}}} \tag{14}
\end{equation*}
$$

where the tilde ( $\approx$ ) is used over a parameter to indicate that it is a moment estimator of the parameter. Although the moment estimators are simple, they are known to be inefficient and good only for obtaining a first approximation to the maximum likelihood estimators.

### 4.2. Variances of $\hat{a}$ and $\hat{\beta}$

The maximum likelihood estimators $\theta_{1}$ and $\theta_{2}$ for the parameters of a density function $f\left(x ; \theta_{1}, \theta_{2}\right)$ from a sample of size n follow, for large samples, approximately a bivariate normal distribution with means $\theta_{1}$ and $\theta_{2}$ and with information matrix $n R$ where the elements of $R$ are given by

$$
\begin{equation*}
r_{11}=-E\left\{\frac{\partial^{2}}{\partial \theta_{1} \partial \theta_{1}} \ln f\left(x ; \theta_{1} ; \theta_{2}\right)\right\} i=1,2 ; j=1,2 \tag{15}
\end{equation*}
$$

The variance-covariance matrix of the estimators is $\frac{1}{n} \mathrm{~V}$ where $\mathrm{V}=\mathbf{R}^{\mathbf{- 1}}$.

For a gamma distribution with parameters a and $\beta$,

$$
\begin{equation*}
\ln f=-\ln \Gamma(a)-a \ln \beta+(a-1) \ln x-x / \beta \tag{16}
\end{equation*}
$$

Taking the first and second partial derivatives:

$$
\begin{align*}
& -\frac{\partial \ln f}{\partial a}=-\Psi(a)-\ln \beta+\ln x  \tag{17}\\
& \frac{\partial^{2} \ln f}{\partial a^{2}}=-\Psi^{\prime}(a) \tag{18}
\end{align*}
$$

where $\Psi^{\prime}(a)=\frac{\partial \Psi(a)}{\partial a}$ is called the "trigamma function" of $a$ and its values are also extensively tabulated in Pairman's.

$$
\begin{align*}
& \frac{\partial \ln f}{\partial \beta}=-\frac{a}{\beta}+\frac{x}{\beta^{2}}  \tag{19}\\
& \frac{\partial \ln f}{\partial \beta^{2}}={ }_{\beta^{2}}^{a}-2 \frac{x}{\beta^{2}} \tag{20}
\end{align*}
$$

and $\quad \frac{\partial \ln \mathrm{f}}{\partial a \partial \beta}=-\frac{1}{\beta}$
Taking expected values of (18), (20), and (21), the following elements of the $R$ matrix are obtained:

$$
\begin{align*}
\mathbf{r}_{11} & =-\mathrm{E}\left\{\frac{\partial^{2} \ln \mathrm{f}}{\partial a^{2}}\right\}=\Psi^{\prime}(a)  \tag{22}\\
\mathbf{r}_{22} & =-\mathrm{E}\left(\frac{\partial^{2} \ln \mathrm{f}}{\partial \beta^{2}}\right\}=-\frac{a}{\beta^{2}}+\frac{2}{\beta_{3}} \mathrm{E}(\mathrm{x}) \\
& =\frac{a}{\beta^{2}} \text { since } \mu=\mathrm{E}(\mathbf{X})=a \beta  \tag{23}\\
\mathrm{r}_{11} & =\mathrm{r}_{21}=-\mathrm{E}\left(\frac{\partial^{2} \ln \mathrm{f}}{\partial a \partial \beta}\right)=\frac{1}{\beta}
\end{align*}
$$

Now,

$$
\begin{aligned}
\frac{1}{\mathrm{n}} \mathrm{~V} & =\frac{1}{\mathrm{n}}\left[\left.\begin{array}{cc}
\Psi^{\prime}(a) & \frac{1}{\beta} \\
\frac{1}{\beta} & \frac{a}{\beta^{2}}
\end{array}\right|^{-1}\right. \\
& =\frac{\beta^{2}}{\mathrm{n}\left[a \Psi^{\prime}(a)-1\right]}\left[\begin{array}{cc}
\frac{a}{\beta^{2}} & -\frac{1}{\beta} \\
-\frac{1}{\beta} & \Psi^{\prime}(a)
\end{array}\right]
\end{aligned}
$$

Thus, the variances and covariances of $\hat{a}$ and $\hat{\beta}$ are the following:

$$
\begin{align*}
& \operatorname{Var}(\hat{a})=\frac{\hat{a}}{\mathbf{k}} \\
& \operatorname{Var}(\hat{\beta})=\frac{\hat{\beta}^{2} \Psi^{\prime}(\hat{a})}{\mathbf{k}}  \tag{27}\\
& \operatorname{Cov}(\hat{a}, \hat{\beta})=-\frac{\hat{\beta}}{\mathbf{k}} \tag{29}
\end{align*}
$$

where $k=n\left[\hat{a} \Psi^{\prime}(\hat{a})-1\right]$
4.3. Confidence Intervals for $a$ and $\beta$

For a large sample distribution,

$$
\begin{equation*}
\hat{a} \text { is } N[a, \operatorname{var}(\hat{a})] \tag{30}
\end{equation*}
$$

Hence,

$$
\begin{equation*}
z=\frac{(\hat{a}-a) \sqrt{k}}{\sqrt{\overline{\hat{a}}}} \text { is } N(0,1) \tag{31}
\end{equation*}
$$

where var ( $\hat{a}$ ) and $k$ are given in (26) and (29), respectively. To obtain a $95 \%$ confidence interval estimate for $a$, the probability that the standard normal variate $z$ will fall between -1.96 and +1.96 is computed, for example,

$$
\begin{equation*}
\operatorname{Pr}(-1.96<z<+1.96)=0.95 \tag{32}
\end{equation*}
$$

Substituting for $z$ in (32) gives

$$
\begin{equation*}
\operatorname{Pr}\left(-1.96<\frac{(\hat{a}-a) \sqrt{\mathbf{k}}}{\sqrt{\frac{\hat{\lambda}}{a}}}<1.96\right)=0.95 \tag{33}
\end{equation*}
$$

or equivalently,

$$
\begin{equation*}
\operatorname{Pr}\left(a-1.96 \sqrt{\sqrt{\hat{a}}} \frac{\bar{k}}{\mathrm{k}}<a<\hat{a}+1.96 \sqrt{\frac{\grave{a}}{\mathrm{k}}}\right)=0.95 \tag{34}
\end{equation*}
$$

so that the $95 \%$ confidence limits for $a$ are

$$
\begin{equation*}
\hat{a} \pm 1.96 \sqrt{\frac{\hat{a}}{k}} \tag{35}
\end{equation*}
$$

Similarly,

$$
\begin{equation*}
\hat{\beta} \text { is } N[\beta, \operatorname{var}(\hat{\beta})] \tag{36}
\end{equation*}
$$

Hence,

$$
\begin{equation*}
z=\frac{(\hat{\beta}-\beta) \sqrt{k}}{\beta \sqrt{\Psi^{\prime}(a)}} \text { is } \mathrm{N}(0,1) \tag{37}
\end{equation*}
$$

It follows that the $95 \%$ confidence limits for $\beta$ are given by

$$
\hat{\beta} \pm 1.96 \beta \sqrt{\frac{\Psi^{\prime}(\hat{a})}{k}}
$$

4.4. Confidence Interval for a Point Estimate $\mathbf{X}_{\text {o }}$

Consider the problem of estimating the value of $\mathbf{X}$, say $\mathbf{X}_{\boldsymbol{o}}$, corresponding to some probability value $\operatorname{Pr}\left(\mathbf{X} \geqq \mathbf{X}_{o}\right)$. Accordingly, $X_{\circ}$ will be a function of $a$ and $\beta$, the parameters of the gamma distribution. Mathematically,

$$
\begin{equation*}
\mathbf{X}_{0}=\mathbf{f}(a, \beta) \tag{39}
\end{equation*}
$$

Defining $\triangle \mathrm{X}_{0}, \Delta a, \Delta \beta$ as the variations from their true values, and if these variations are sufficiently small,

$$
\begin{equation*}
\Delta \mathbf{X}_{0}=\frac{\partial \mathbf{X}_{0}}{\partial a} \Delta a+\frac{\partial \mathbf{X}_{0}}{\partial \beta} \Delta \beta \tag{40}
\end{equation*}
$$

Squaring and averaging both sides of the equation:

$$
\begin{align*}
\frac{\Sigma\left(\Delta \mathbf{X}_{0}\right)^{2}}{n}= & \left(\frac{\partial \mathbf{X}_{o}}{\partial a}\right)^{2} \frac{\Sigma(\Delta a)^{2}}{n}+2\left(\frac{\partial \mathbf{X}_{0}}{\partial a}\right)\left(\frac{\partial \mathbf{X}_{0}}{\partial \beta}\right) \frac{\Sigma(\Delta a)(\Delta \beta)}{n} \\
& +\left(\frac{\partial \mathbf{X}_{0}}{\partial \beta}\right)^{2} \begin{array}{c}
\Sigma(\Delta \beta)^{2} \\
n
\end{array}
\end{align*}
$$

or,

$$
\begin{gather*}
\sigma^{2} x_{0}=\left(\frac{\partial \mathbf{X}_{0}}{\partial \alpha}\right)^{2} \operatorname{var}(\hat{\alpha})+2\left(\frac{\partial \mathbf{X}_{o}}{\partial \alpha}\right)\left(\frac{\partial \mathbf{X}_{0}}{\partial \beta}\right) \operatorname{cov}(\hat{a}, \hat{\beta})+ \\
\left(\frac{\partial \mathbf{X}_{o}}{\partial \beta}\right)^{2} \operatorname{var}(\hat{\beta}) \tag{42}
\end{gather*}
$$

where the partial derivatives are computed at the points $a=\hat{a}$ and $\beta=\hat{\beta}$. Note that this is only an approximate variance.

Now

$$
\begin{equation*}
\mathbf{X}_{\mathrm{o}}=\mathrm{u}_{\mathrm{n}} \beta \sqrt{a} \tag{43}
\end{equation*}
$$

where $u_{0}$ is an argument in the Pearson's integral so that $\mathrm{I}(\mathrm{u}, \mathrm{p})=\operatorname{Pr}\left(\mathrm{X} \geqslant \mathrm{X}_{\mathrm{o}}\right)$.

Thus,

$$
\begin{equation*}
\frac{\partial \mathbf{X}_{0}}{\partial a}=\frac{\mathbf{u}_{0}, \frac{\hat{\beta}}{2 \sqrt{\hat{a}}}}{2} \tag{44}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\partial X_{o}}{\partial \beta}=u_{0} \sqrt{\hat{a}} \tag{45}
\end{equation*}
$$

give approximate values for the partial derivatives as unit change in $X_{o}$ for unit change in the corresponding parameter.

For a $95 \%$ confidence interval for $X_{0}$, the following are the limits:

$$
\begin{equation*}
\mathrm{X}_{0} \pm 1.96 \sigma_{\chi_{0}} \tag{46}
\end{equation*}
$$

where $\sigma_{\chi_{0}}$ is the standard error of $X_{o}$ obtained from (42).
5. Fitting Gamma And Normal Distributions

To The Annual Rainfall Data

### 5.1. Testing the Data for Serial Correlation

The data are first tested for serial correlation. Although there is sufficient reason to believe that the successive observations are independent, there is no better way of showing this than by actual computation. For this purpose, the familiar Pearson's product-moment coefficient of correlation $r$ is used with only a slight modification in form.

The serial correlation coefficient of the first order, or briefly the first serial correlation, is defined as
$r_{1}=\frac{(n-1) \sum_{i=1}^{n-1} x_{i} x_{i+1}-\left(\sum_{i=1}^{n-1} x_{i}\right)\left(\sum_{i=1}^{n-1} x_{i+1}\right)}{\sqrt{(n-1) \sum_{i=1}^{n-1} x_{i}^{2}-\left(\sum_{i=1}^{n-1} x_{i}\right)^{2}} \sqrt{(n-1) \sum_{i=1}^{n-1} x^{2} i+1}-\left(\sum_{i=1}^{n-1} x_{i+1}\right)^{2}}(47)$
The above formula is essentially the same as Pearson's pro-duct-moment coefficient of correlation $r$. In the same manner
that r measures the extent of association between two variables $X$ and $Y, r_{1}$ measures the degree of relationship between successive values within a series in which the correlated values are a constant time interval apart. The coefficient $r_{1}$ may have also a value between -1 and +1 . A value of $\pm 1$ indicates serial correlation. This means that there is a trend, linear or curvilinear. A zero value indicates that the sequence of observations arises from a purely random process.

For the data, the following quantities are computed:

$$
\begin{array}{rlr}
\mathrm{n}=104 & \sum_{i=1}^{103} \mathrm{x}_{\mathrm{i}}=8,384.58 & \sum_{i=1}^{103} \mathrm{x}_{\mathrm{i}+1}=8,370.60 \\
& \sum_{i=1}^{103} \mathbf{x}_{\mathrm{i}}{ }^{2}=717,641.0350 & \sum_{i=1}^{103} \mathbf{x}^{2}{ }_{i+1}=715,705.5982 \\
& \sum_{i=1}^{103} \mathbf{x}_{\mathrm{i}} \mathbf{x}_{\mathrm{i}+1}=678,993.0006
\end{array}
$$

Substituting these values in (47) gives $r=-0.07$ which is negligible. This result is to be expected since rainfall data become serially correlated only if rains come from a single rain-producing mechanism. This is particularly true of daily and weelky rainfall data. Annual rainfall totals are made up of rainfalls caused by different weather disturbances such as tropical cyclones, easterly waves, cold fronts, the monsoons, the intertropical convergence zone, and local disturbances like thunderstorms and orographic lifting. Besides, there are months without any rainfall. Thus, the sequence of annual rainfall observations are serially independent, that is, the value of $X_{i}$ is unaffected by any of the remaining value of $X$.
5.2. Fitting the Gamma Distribution to the Data
5.2.1. Computations of the Estimated Parameters.

The problem is to fit the gamma distribution to the original data on annual rainfall totals. For these data, the following are the required computations.

The moment estimators are

$$
\bar{\beta}=\frac{\frac{\sum x^{2}}{n}-x^{2}}{\bar{x}}=\frac{6,938.02681-6,597.29756}{81.22250}=4.19501
$$

end

$$
\approx \frac{\bar{x}}{\stackrel{n}{\beta}}=\frac{81.22250}{4.19501}=19.36
$$

The maximum likelihood equations are

$$
\ln \hat{\beta}=4.37141-\Psi(\hat{a})
$$

$$
\hat{\beta}=\underbrace{\wedge 1.22250}_{\hat{\alpha}}
$$

Choosing successive values of $\hat{a}$ close to the trial value $\hat{\alpha}=$ 19.36 , say $19.00,19.10,19.30,19.40,19.50,19.52,19.54$, and 19.56 the corresponding values of $\widehat{\beta}$ are calculated independently from both maximum likelihood equations until the same value of $\hat{\beta}$ results. From Table 1 , this value of $\hat{\beta}$ is 4.16 which corresponds to a value of $\hat{\alpha}=19.54$. These are now the maximum likelihood estimators of $a$ and $\beta$, respectively.

Referring to Table 1 , column (1) contains successive values of $\hat{a}$ with their corresponding values of $\Psi(\hat{a})$ tabulated in column (2). Column (3) contains the logarithms of $\hat{\beta} \mathrm{ob}$ -

$$
\begin{aligned}
& \mathrm{n}=104 \quad \Sigma \log \mathbf{x}=197.44176 \\
& \Sigma \mathrm{x}=8,447.14 \quad \mathrm{~s} \ln \mathrm{x}=454.62645 \\
& \mathbf{\Sigma} \mathbf{x}^{2}=721,554.7886 \quad \frac{\Sigma \ln \mathrm{x}}{\mathrm{n}}=4.37141 \\
& \overrightarrow{\mathbf{x}}=81.22250 \\
& \overline{\mathrm{x}}^{2}=6,597.29756 \\
& \frac{\mathbf{s} \mathbf{x}^{2}}{\mathrm{n}}=6,938.02681 \\
& s=\frac{\sqrt{104(721,554.7886)-(8,447.14)^{2}}}{\sqrt{(104)(103)}} \\
& =18.55377
\end{aligned}
$$

TABLE 1

tained by subtracting each entry in (2) from 4.37141. Taking the antilogarithms of entries in (3), the values of $\hat{\beta}$ (indicated by $\hat{\beta}_{1}$ ) shown in column (4) are obtained. Column (5) contains successive values of $\hat{\beta}$ (indicated by $\hat{\beta}_{2}$ ) obtained by dividing $\bar{x}=81.22250$ by the corresponding successive values of $\hat{\beta}$. The small differences between $\hat{\beta}_{1}$ and $\hat{\beta}_{2}$ are shown in column (6). Note that $\hat{\beta}=19.54$ yields the difference of 0.00000 between $\widehat{\beta_{1}}$ and $\widehat{\beta}_{2}$.
5.2.2. Grouping the Data into a Frequency Distribution and Computations of Expected Frequencies

Before testing whether or not the observed distribution fits the pattern of the gamma distribution described by the estimated parameters $\hat{a}=19.54$ and $\hat{\beta}=4.16$, the first step is to group the data into a frequency distribution. The range
of the observations is $154.35-35.69=115.66$ so that grouping the data into intervals of size 10 would give 12 classes. Since the observations form a continuous series and also to facilitate definition to which class an observation belongs, the classes are constructed from $35-45,45-55,55-65, \ldots, 145-155$. The next step is to calculate the value of

$$
\mathrm{u}=\frac{\mathrm{x}}{\hat{\beta} \sqrt{\hat{\jmath} \hat{\alpha}}}
$$

for each class limit or class boundary. To illustrate, consider the class interval 75-85:

$$
\mathrm{u}_{75}=\frac{75}{4.16 \sqrt{ } 19.54^{-}}=4.08
$$

and $\quad u_{85}=\frac{85}{4.16 \sqrt{ } 19.54^{-}}=4.62$
Using Pearson's Table I and performing bi-variate interpolation, the following values for $I(u, p)$ are obtained:

$$
\begin{aligned}
& I(4.08,18.54)=0.39171 \\
& I(4.62,18.54)=0.60829
\end{aligned}
$$

where $\mathrm{p}=19.54-1=18.54$.
The area under the curve between 75 and 85 is

$$
0.60829-0.39171=0.21658
$$

This implies that $21.66 \%$ of the annual rainfall totals could be expected to have a range of 75 to 85 if the distribution were really close to the gamma distribution having the same parameters as the actual data. The expected frequency is $21.66 \%$ of 104 , the total frequency, or 22.5 , which is close enough to the actual frequency of 22 .

For the entire distribution, it is convenient to organize the work as shown in Table 2.

TABLE 2
COMPUTATION FOR THE GAMMA DISTRIBUTION

| Class <br> Limits | $\mathbf{x}$ | $\mathbf{u}$ | $\mathrm{I}(\mathrm{u}, 18.54)$ | Probabi- <br> lities | Expected <br> Frequencies | Observed <br> Frequencies |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $35-45$ | 35 | 1.90 | .00069 | .00855 | 0.9 | 2 |
| $45-55$ | 45 | 2.45 | .00924 | .05311 | 5.5 | 4 |
| $55-65$ | 55 | 2.99 | .06235 | .12407 | 12.9 | 10 |
| $65-75$ | 65 | 3.53 | .18642 | .20529 | 21.4 | 25 |
| $75-85$ | 75 | 4.08 | .39171 | .21658 | 22.5 | 22 |
| $85-95$ | 85 | 4.62 | .60829 | .17782 | 18.5 | 20 |
| $95-105$ | 95 | 5.17 | .78611 | .11008 | 11.5 | 12 |
| $105-115$ | 105 | 5.71 | .89619 | .06032 | 6.3 | 4 |
| $115-125$ | 115 | 6.25 | .95651 | 0.2665 | 2.8 | 3 |
| $125-135$ | 125 | 6.80 | .98316 | .01123 | 1.2 | 1 |
| $135-145$ | 135 | 7.34 | .99439 | .00382 | 0.4 | 0 |
| $145-155$ | 145 | 7.89 | .99821 | .00127 | 0.1 | 1 |

Referring to Table 2, column (1) contains the class limits, column (2) contains the class boundaries, and column (3) contains the corresponding u's. Column (4) contains the interpolated probabilities from Pearson's Table I corresponding to the u's in column (3), and column (5) contains the probabilities within the classes obtained by taking the differences of successive entries in column (4). Column (6) contains the probabilities in column (5) by 104, the total frequency. Column (7) contains the observed frequencies for comparison with the expected frequencies.

### 5.2.3. Testing for Goodness of Fit

To compare on precise basis the observed and expected frequencies, the chi-square criterion is calculated with the following formula:

$$
x^{2}=\Sigma \frac{\left(o_{1}-e_{1}\right)^{2}}{\mathbf{e}_{1}}
$$

where $o_{1}$ is the observed frequency and $e_{1}$ is the expected frequency. If the computed chi-square with k-3 degrees of freedom is very small compared with the tabulated chi-square the fit is good; if it is large the fit is bad. The number of degrees of freedom equals the number of pairs of frequencies $k$ which are to be compared, minus the number of quantities used to calculate the expected frequencies; the total frequency n and the two parameters $a$ and $\beta$.

Thus, the computed chi-square is equal to

$$
\begin{aligned}
x^{2}= & \frac{(6-6.4)^{2}}{6.4}+\frac{(10-12.9)^{2}}{12.9}+\frac{(25-21.4)^{2}}{21.4}+\frac{(22-22.5)^{2}}{22.5} \\
& +\frac{(20-18.5)^{2}}{18.5}+\frac{(12-11.4)^{2}}{11.4}+\frac{(9-10.8)^{2}}{10.8} \\
= & 1.747
\end{aligned}
$$

Note that it is necessary to combine the first two classes and the last five classes in following the rule that the expected frequencies must be at least 5 . For d.f. $=7-3=4, \quad x_{0.95}^{2}=$ 9.488 . Then since $1.747<9.488$, it is concluded that the observed distribution does not differ very significantly from the gamma distribution; hence, the fit is very good at $95 \%$ level of confidence.

### 5.2.4. Confidence Intervals for the Parameters

The variances and covariance of $\hat{a}$ and $\hat{\beta}$ are computed below:

$$
\begin{aligned}
& \mathrm{k}=\mathrm{n}\left[\hat{a} \Psi^{\prime}(\hat{a})-1\right] \\
& \quad=104[(19.54)(0.05250895)-1]=2.70659 \\
& \operatorname{Var}(\hat{a})=\frac{\hat{a}}{\mathrm{k}}=\frac{19.54}{2.70659}=7.22 \\
& \operatorname{Var}(\hat{\beta})=\frac{\hat{\beta}^{2} \Psi^{\prime}}{\mathrm{k}} \frac{(\hat{a})}{\mathrm{k}}=\frac{(4.16)^{2}(.05250895)}{2.70659}=0.34 \\
& \operatorname{Cov}(\hat{a}, \hat{\beta})=\frac{\hat{\beta}}{\mathrm{k}}=-\frac{4.16}{2.70659}=-1.54
\end{aligned}
$$

A $95 \%$ confidence interval for $a$ is given by

$$
19.54 \pm 1.96 \sqrt{7.22}
$$

that is, $19.54 \pm 5.27$, or 14.27 and 24.81 . Similarly, a $95 \%$ confidence interval for $\beta$ is

$$
4.16 \pm 1.96 \sqrt{0.34}
$$

or 3.62 and 5.30 .
5.3. Fitting the Normal Distribution to the Data

It would also be interesting to fit the normal distribution to the same set of data and compare the resulting frequencies with that of the gamma distribution. The fitting entails no difficulty and details are shown in Table 3. In calculating $z$ for the class limits, the following formula is used:

$$
Z=\frac{x-\bar{x}}{s}
$$

where $\bar{x}=81.22250$ and $s=18.55377$.
Referring to Table 3, column (1) contains the class limits, column (2) contains the class boundaries, and column (3) contains the corresponding z's. Column (4) contains the normal curve areas corresponding to the z's of column (3), and column (5) contains the differences between the successive entries of column (4). The last column (6) contains the expected frequencies obtained by multiplying each area of column (5) by 104 , the total frequency.

For the fitted normal curve, the computed chi-square is

$$
\begin{aligned}
x^{2}= & \frac{(6-7.6)^{2}}{7.6}+\frac{(10-11.7)^{2}}{11.7}+\frac{(25-18.2)^{2}}{18.2}+\frac{(22-22.1)^{2}}{22.1} \\
& +\frac{(20-19.9)^{2}}{19.9}+\frac{(12-13.4)^{2}}{13.4}+\frac{(9-10.53)^{2}}{10.53} \\
= & 3.821
\end{aligned}
$$

TABLE 3
COMPUTATION FOR THE NORMAL DISTRIBUTION

| Class Limits <br> (1) | $x$ (2) | z (3) | Area under Normal Curve from - $\alpha$ to z (4) | Area for Each Class (5) | Expected <br> Frequencjes (6) | Observed <br> Frequencies (7) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 35.0 | -2.49 | . 0064 |  |  |  |
| $35-$ | 45.0 | -1.95 | . 0256 | . | 2.0 | 2 |
| 45-55 |  |  |  | . 0537 | 5.6 | 4 |
| 55-65 | 55.0 | -1.41 | . 0793 | 1129 | 11.7 | 10 |
|  | 65.0 | $-0.87$ | . 1922 |  |  |  |
| 65-75 |  |  |  | . 1747 | 18.2 | 25 |
| 75-85 | 75.0 | -0.34 | . 3669 | . 2124 | 22.1 | 22 |
|  | 85.0 | +0.20 | . 5793 |  |  |  |
| 85-95 |  |  |  | . 1911 | 19.9 | 20 |
| 95-105 | 95.0 | +0.74 | . 7704 | . 1293 | 13.4 | 12 |
|  | 105.0 | +1.28 | . 8997 |  |  |  |
| 105-115 |  |  |  | . 0659 | 6.9 | 4 |
| 115-125 | 115.0 | +1.82 | . 9656 | . 0253 | 2.6 | 3 |
|  | 125.0 | $+2.36$ | . 9909 |  |  |  |
| 125-135 |  |  |  | . 0072 | 0.8 | 1 |
| 135-145 | 135.0 | +2.89 | . 9981 | . 0016 | 0.2 | 0 |
|  | 145.0 | +3.44 | . 9997 |  |  |  |
| 145.155 | 155.0 | +3.97 | 1.0000 | . 0003 | 0.03 | 1 |

is good, but not as good as the gamma distribution. Figure 1 compares the "goodness" of fit of the two distributions.
6. Estimating Probable Extreme Values
6.1. Probable 1000 -Year Maximum Rainfall Total

Consider the problem of estimating the probable value of an exceedingly high annual rainfall total which will not be exceeded more than once in 1000 years, that is,

$$
\operatorname{Pr}\left(X \geqq X_{0}\right)=\frac{1}{1000}
$$

FIGORS 1


This probability corresponds to an area under the left-tail end of the fitted gamma curve. From Pearson's Table $u_{0}=8.16$ to make $I\left(u_{0}, 18.54\right)=1-0.001=0.999$, and therefore,

$$
\begin{aligned}
\mathbf{X}_{v} & =\mathbf{u}_{o} \hat{\beta} \sqrt{\hat{a}} \\
& =8.16(4.16) \sqrt{19.54} \\
& =150.04 \text { inches }
\end{aligned}
$$

Thus $X_{0}=150.04$ inches or more is the estimated value of annual rainfall total exepcted to occur only once in 1000 years. The 1919 total is 154.35 inches and this observation has never been exceeded in the course of 100 years of weather observations in Manila. It is significant to note that this observation is singularly phenomenal considering that the next highest recorded observation is only 134.96 inches in 1923. Will the 1919 total stands out to be the highest in the next 900 years? Only time can tell. But it should be emphasized that in a real situation one would not normally make a very simple statistical prediction especially about the weather without considering possible changes in various climatological factors within the next 900 years.

Using the fitted normal distribution, $z_{0}=3.09$ such that

$$
\operatorname{Pr}(z>3.09)=0.999
$$

Thus,

$$
\begin{aligned}
\mathrm{X}_{\mathrm{o}} & =\overline{\mathrm{x}}+\mathrm{z}_{\mathrm{o}} \mathrm{~s} \\
& =81.22+3.09(18.55) \\
& =138.54 \text { inches }
\end{aligned}
$$

which is quite a low estimate. To show further that the fitted gamma distribution gives a better estimate at the tail end of the curve, the confidence limits for each estimate are computed.

From (44), (45), and (42):

$$
\frac{\partial X_{o}}{\partial a}=\frac{(8.16)(4.16)}{2 \sqrt{19.54}}=3.84
$$

$$
\begin{aligned}
\frac{\partial \mathrm{X}_{0}}{\partial \beta}= & (8.16) \sqrt{19.54}=36.07 \\
v^{2} x_{0}= & (7.22)(3.84)^{2}+2(-1.54)(3.84)(36.07) \\
& +(0.34)(36.07)^{2}=122.21
\end{aligned}
$$

Thus, the approximate standard error of the estimate from the fitted gamma distribution is $\pm 11.05$ inches and a $95 \%$ confidence limits for $\mathrm{X}_{\mathrm{o}}$ are $138.54 \pm 1.96 \times 11.05=128$ and 172 inches. The confidence limits for $X_{o}$ from the fitted normal distribution are $138.54 \pm 1.96 \times 18.55=102$ and 175 inches. It should be noted that in both confidence limits only the upper limits are meaningful since the lower limits are very much lower than the observed 1919 total. Though the upper limits are close to each other from both distributions, the confidence limits from the normal distribution are considerably wider than that obtained from the gamma distribution. This result is to be expected since the gamma distribution asymptotically approaches the ordinate more rapidly than the normal distribution.

## 6..2. Probable 1000-Year Minimum Rainfall Total

For the problem of estimating the lowest amount of annual rainfall total to occur once in 1000 years, consider the area under the right tail-end of the fitted gamma curve from O to $\mathbf{u}_{0}$ such that $\mathrm{I}\left(\mathbf{u}_{o}, 18.54\right)=0.001$. From Pearson's Table, $u_{0}=1.95$ and therefore

$$
\begin{aligned}
\mathbf{x}_{\mathrm{o}} & =1.95(4.16) \sqrt{19.54} \\
& =35.86 \text { inches or less }
\end{aligned}
$$

For this estimate

$$
\begin{aligned}
\frac{\partial^{x_{0}}}{\partial a} & =\frac{(1.95)(4.16)}{2 \sqrt{19.54}}=0.92 \\
\frac{\partial^{x_{0}}}{\partial \beta} & =1.95 \sqrt{19.54}=8.62 \\
\sigma^{2} \chi_{0} & =(7.22)(0.92)^{2}+2(-1.54)(0.92)(8.62)+(0.34)(8.62)^{2} \\
& =6.94
\end{aligned}
$$

Thus, a $95 \%$ confidence interval for $\mathrm{X}_{0}$ is $35.86 \pm 1.96 \sqrt{6.94}$ or 31 to 41 inches. The upper limit is meaningless since the lowest recorded total is 35.69 in 1885.

Using the fitted normal distribution, $\mathrm{z}_{\mathrm{o}}=-3.09$ such that

$$
\operatorname{Pr}(z<-3.09)=0.001
$$

Thus $x_{0}=81.22-3.09(18.55)=23.90$ inches with confidence limits $23.90 \pm 1.96 \times 18.55=-12.46$ and 60.26 inches. Here, the lower limit is absurb whereas the upper limit is meaningless. Also, the confidence limits for this estimate are very much wider thanthat obtained from the fitted gamma distribution. It should be noted also here that although the upper limits of the maximum probable estimates from both curves tend to converge to a certain finite value, the lower limits of the minimum probable estimates do not show any such tendency. This is due to the fact that whereas the gamma curve terminates at the zero point of the ordinate, the normal curve extends further to -oo.

## 7. Conclusion

Even for long period records, say 100 years, the skewness of the rainfall frequency distribution persists. Positive skewness is a characteristic of rainfall data, and this is borne out statistically by comparing the fitted symmetrical normal distribution with the positively skewed gamma distribution. Though both curves fit the data well, the gamma distribution appears to be somewhat a better fit than the normal distribution. It should be noted that the Manila annual rainfall data are only slightly skewed.

It is seen that the gamma distribution gives better estimates of extreme probable values than the normal distribution. The confidence limits of the estimates from the gamma distribution are very much narrower than that obtained from the normal distribution. In other words, though both distributions are unbounded to the left, the gamma distribution is more efficient asymptotically than the normal distribution.

APPENDIX A
MANILA ANNUAL RAINFALL TOTALS $1865-1968$ (In Inches)

|  | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | Totals |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1860 |  |  |  |  |  | 76.48 | 80.99 | 117.28 | 76.53 | 100.35 | 451.63 |
| 1870 | 78.85 | 63.94 | 77.86 | 67.47 | 47.52 | 66.42 | 78.36 | 99.41 | 58.25 | 67.99 | 706.07 |
| 1880 | 94.75 | 83.66 | 90.00 | 88.50 | 74.87 | 35.69 | 63.06 | 89.18 | 71.15 | 68.21 | 758.97 |
| 1890 | 82.48 | 101.72 | 50.50 | 56.75 | 66.08 | 82.08 | 70.29 | 51.32 | 87.67 | 110.01 | 758.90 |
| 1900 | 83.69 | 72.90 | 67.59 | 40.57 | 84.13 | 71.85 | 89.39 | 72.47 | 97.68 | 72.31 | 752.58 |
| 1910 | 75.89 | 67.62 | 76.15 | 75.64 | 95.87 | 75.39 | 64.66 | 91.71 | 85.01 | 154.35 | 862.29 |
| 1920 | 86.65 | 103.19 | 73.95 | 134.96 | 100.01 | 99.55 | 73.85 | 88.83 | 67.56 | 91.34 | 919.89 |
| 1930 | 72.79 | 116.19 | 95.41 | 75.68 | 106.01 | 112.67 | 90.84 | 119.17 | 75.78 | 86.31 | 950.85 |
| 1940 | 88.76 |  |  |  |  |  | 75.15 | 93.23 | 74.80 | 57.32 | 389.26 |
| 1950 | 67.02 | 72.97 | 111.28 | 95.12 | 71.64 | 50.62 | 86.97 | 61.56 | 95.41 | 62.70 | 775.29 |
| 1960 | 100.33 | 89.77 | 89.92 | 74.06 | 85.33 | 73.43 | 92.95 | 7833 | 62.56 |  | 746.68 |
| Totals | 831.21 | 771.86 | 732.66 | 708.75 | 731.46 | 74418 | 866.51 | 962.49 | 852.40 | 870.89 | 8072.41 |

[^3]
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# THE USE OF ALPHABETICALLY LISTED FRAME IN STRATIFIED SAMPLING ${ }^{1}$ 

by

Generoso G. de Guzman ${ }^{2}$

## 1. Introduction

A major limitation in the use of probability sampling design is the absence of a suitable frame. Quite often alphabetically listed names of individuals, places, towns and barrios, commercial establishments, members in various professional associations and honor societies are readily available. However on account of the non-random arrangement of the units in these alphabetically enumerated lists, they cannot just be used with a high degree of objectivity in probability sampling design.

It is a common observation in this country that in certain regions (or any suitable administrative or political subdivision) there is a dominance of family names beginning with only a few of the letters of the English or Pilipino alphabets.

This dominance of a few family names is still a common phenomenon in rural areas on account of the tendency of families of the same clan to reside close to each other.

Another characteristic of these alphabetically listed names is that the names may be classified or grouped according to some criteria. For example in the case of membership in professional associations and societies, the members, etc., and in

[^4]the case of telephone directory, the commercial establishments may be classified according to products produced or services rendered.

These lists are feasible frames for a two-way (or multiple) classipication sampling scheme, hence this study.

## 2. Characteristics of the $\mathbf{3 6}$-letter alphabet

Previous studies have shown that some letters of the alphabet appear more often than others, as the first letter of surnames of people in an alphabetical list; that is, the letters are distributed in a non-random fashion.

Thus, if the relative frequency distribution of the 26 -letters in the English alphabet can be constructed, this distribution may be used in determining the probability of selecting a particular letter.

The relative frequency distribution of these 26 -letters, therefore, may serve as a frame in as much as it possesses properties of a good frame.

## 3. Material used in constructing the frame

The material used in constructing the frame is the 1968 Philippine Long Distance Telephone Company Directory. Schools, business establishments, and the like are excluded.

Duplication in the list is considered as existing if two or more similarly named individuals are listed as residing in the same residence. Otherwise, they are considered different persons if they do not have the same address in the list.

A total of 38,815 names have been counted and the distribution of the first letter of the surnames of these people is prepared as shown in Table 1.

Table 1. RELATIVE FREQUENCY DISTRIBUTION OF THE FIRST LETTERS OF SURNAMES (PLDT Directory)

| Letters | Relative <br> Frequency | Letters | Relative <br> Frequency |
| :---: | :---: | :---: | :---: |
| A | .073566 | N | .019397 |
| B | .053962 | O | .022931 |
| C | .116436 | P | .052002 |
| D | .036436 | Q | .006087 |
| E | .024015 | R | .058373 |
| F | .030257 | T | .059559 |
| G | .066730 | S | .090977 |
| H | .018727 | U | .008873 |
| I | .009673 | V | .037944 |
| J | .020223 | W | .004617 |
| K | .012768 | X | .000026 |
| L | .075010 | Y | .016766 |
| M | .077951 | Z | .006655 |

## 4. The construction of the frame

After computing the relative frequency distribution of the 26 letters of the English alphabet among initial letters of surnames in the PLDT Directory. This is then arranged into groups of letters representing the first letters of the surnames of individuals in such a way that each group of letters includes about the same proportion of all names of the large population. That is, for the $\mathrm{i}^{\text {th }}$ letter in alphabetical array.

$$
\mathbf{\Sigma} \mathbf{p}_{11}=\mathbf{\Sigma} \mathbf{p}_{i 2}=\ldots=\mathbf{\Sigma} \mathbf{p}_{11}=\ldots=\mathbf{\Sigma} \mathbf{p}_{\mathrm{in}}
$$

and

$$
\mathbf{\Sigma} \mathbf{p}_{11}+\mathbf{\Sigma} \mathbf{p}_{12}+\ldots+\mathbf{\Sigma} \mathbf{p}_{11}+\cdots+\mathbf{\Sigma} \mathbf{p}_{\mathrm{in}}=1.00
$$

where $\mathrm{j}=1,2, \ldots, \mathrm{n}$;
$p_{i j}$ is the probability of the occurence of the $i^{\text {th }}$ letter which is grouped in the $\mathrm{j}^{\text {th }}$ row;
$\Sigma p_{1 j}$ is the probability of the occurence of all the letters which are grouped in the $j^{\text {th }}$ row;
and $n$ is the number of rows in the array.

It can be seen from Table 1 that for every 100 individuals in an alphabetical list, about 11 or 12 have their surnames beginning with a C. It is clear, therefore, that if one does not split this proportion of letter $C$, he ean group the 26 letters into at most a 9 -row alphabetic array. In this study however, the array is extended up to a 12 -row alphabetic array by splitting C into two groups for a 10 -row array and C and S into two groups each for a 12 -row array. The splitting of these two letters are made possible by considering the distribution of the first two-letters of the surnames in the list.

Table 2 shows the 4 -to 12 -row alphabetic array prepared from the relative frequency distribution of the English alphabet among surnames in the PLDTCo Directory.

Table 2. THE 4- TO 12 -ROW ALPHABETIC ARRAY

| 4-Row Alphabetic Array | SPij |
| :---: | :---: |
| C D OR X Y | . 251005 |
| EJKSTVW | . 250103 |
| H GIMNTPQ | . 250567 |
| A BPLZ C | . 248323 |
| 6-Row Alphabetic Array |  |
| C Joz | . 166245 |
| K L N T | . 166734 |
| D M P X | . 166452 |
| EFSW W | . 166632 |
| $B I Q R \mathrm{~V}$ | . 166039 |
| A GHU | . 167896 |
| 8-Row Alphabetic Array |  |
| A F J | . 124046 |
| $B \mathrm{NP}$ | . 125361 |
| ${ }^{\text {C U X }}$ | . 125335 |
| D MQW | . 125128 |
| E IS ${ }^{\text {r }}$ | . 124665 |
| GHO Y | . 125154 |
| K L V | . 125722 |
| R T Z | . 124597 |
| 9-Row Alphabetic Array |  |
| A F CA | . 110504 |
| B D J | .11058 |
| C | . 116436 |
| E M U | .110839 |
| G Q V | . 110761 |
| HITW Y | . 109342 |
| K L O | . 110709 |
| N S | .110374 |
| P R | . 110375 |

10-Row Alphabetic Array

| A N Z | .099618 |
| :--- | :--- |
| B Cj-Cz | .100856 |
| Ca-Ci F | .099799 |
| D Q R | .100933 |
| E T Y | .100340 |
| G J K | .099721 |
| L H W | .098354 |
| M O | .100882 |
| P V I | .099619 |
| S U X | .099876 |

12-Row Alphabetic Array

| A I | .083239 |
| :--- | :--- |
| B O Z | .083548 |
| Ca-Ci K X | .082336 |
| Cj-Cz D | .083367 |
| E T | .083574 |
| F P | .082259 |
| G Y K | .083496 |
| H Q K | .083755 |
| J N Se-Sz | .084038 |
| L U W | .083883 |
| Sa-Sd v | .082568 |

After getting these t-row alphabetic arrays, each array is assigned to a particular two-way sampling design by considering two cases.
4.1 Case 1. The ( $\mathrm{r} \times \mathrm{c}$ ) cells $=$ t-row alphabetic
array

For a $2 \times 2$ up to a $3 \times 4$ or $6 \times 2$ tables, the following is assumed:

$$
\mathrm{r} \times \mathrm{c}=\mathrm{t},
$$

that is, a particular alphabetic array is assigned to a $\mathbf{r} \mathbf{x}$ table such that the number of groups of letters in the said array is equal to the number of cells of the table. Thus, a 4 -row alphabetic array is used as the frame for a $2 \times 2$ table, a $3 \times 2$ table makes use of a 6-row array, etc.

Under this method, each group of letters in a given t-row alphabetic array is assigned a number. Random numbers from 1 to $t$ are drawn without replacement and the groups of letters
corresponding to the random numbers drawn are matched with the cell of the $\mathrm{r} \times \mathrm{c}$ table in a serpentine way starting from cell $c_{11}$. The serpentine way of allocation is illustrated in section 5.2.

### 4.2 Case 2. r x c $>12$

Because of the limitations inherent in the relative frequency distribution of the 26 -letter alphabet, only up to a 12 -row alphabetic array has been prepared. However this does not invalidate the study in cases where the total number of cells exceed 12 , that is, $\mathrm{rc}>12$.

A frame can still be prepared using the same t-row alphabetic array established here.

A method for the construction of a frame is proposed in this section.

The choice of a particular t-row array that could be used for a frame is in general influenced by the overall sampling fraction to be used in the survey. The working equation is

$$
f={\underset{N}{N}}_{n}^{n} \leq p_{i j}
$$

that is, the overall fraction, $f$, should always be less than or equal to the probability of occurence of all the letters which are grouped inthe $j^{\text {th }}$ cell. This is so, because $\Sigma p_{1 j}$ is actually the proportion of the population in the $\mathrm{ij}^{\text {th }}$ stratum that is included in the frame. As the sample is drawn from the available names in the frame it is obvious that the sampling fraction should not exceed this proportion $\mathrm{\Sigma p}_{1,}$.

After eliminating the k-row arrays that do not satisfy Eq. 1, a particular array is selected from the remaining ( $t-k$ )-row arrays with eual probability. The groups of letters in the chosen array are then numbered from 1 to $s$ where $s$ is the number of groups of the letters of the particular array so chosen. Random numbers from 1 to s are drawn with replace-
ment and the groups of letters corresponding to the numbers drawn are matched with the re cells in a serpentine way similar to case 1.

### 4.3. Revision of the frame when $f>\Sigma p_{i j}$

The frame constructed in this study has the peculiar characteristic that samples are drawn not from the whole population but rather from a portion only of the population. Because of this limitation, the sampling fraction, f , is obviously restricted by the proportion of the population included in the frame. If one will use a sampling fraction larger than the proportion $\leq p_{i j}$, he has to revise the frame to suit his need.

Provided $\mathrm{f} \leq 2 \mathrm{Sp} \mathrm{p}_{\mathrm{ij}}$, the fram may be revised by randomizing first the rows and then the columns of the original frame and then combining cell by cell the randomized two-way frame with the original one. This method will double, more or less, the original $\Sigma p_{i j}$, thus increasing the proportion of the population covered by the frame.

## 5. Application

The alphabetically listed frame is applied to a study conducted to determine the average annual income of the faculty members teaching collegiate course in the educational institutions in the Greater Manila Area. Greater Manila area includes places such as Manila, Quezon City, Pasay City, Caloocan City, Malabon, Navotas, Makati, Mandaluyong, Marikina, San Juan, Parañaque and Las Piñas.

A two-stage, two-way stratified sampling design is used. The educational institutions being considered as the primary sampling units and the faculty members as the secondary sampling units. In this study a complete list of educational institutions is available but the complete list of all faculty members teaching in these institutions is assumed not readily available, hence the necessity of the alphabetically listed frame is imperative to get samples from these secondary sampling units.

### 5.1. Stratification of the population

To carry out the study, the population of educational institutions is stratified according to two criteria - according to size of enrolment and according to location. The size of enrolment is divided to four strata namely:
A. less than 1000
B. 1000 to 4999
C. 5000 to 10000
D. over 10000
and the location to three strata:
I. Suburbs
II. Manila, First and Second Districts
III. Manila, Third and Fourth Districts

Table 3. DISTRIBUTION OF EDUCATIONAL INSTITUTIONS IN THE GREATER MANILA AREA, STRATIFIED BY LOCATION AND BY SIZE OF ENROLMENT.

|  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Suburbs | 1st and 2nd Districts | 3rd and 4th Districts | Total |
| $\begin{aligned} & \mathrm{E} \\ & \mathrm{~N} \\ & \mathbf{R} \end{aligned}$ | $\begin{gathered} \text { Less than } \\ 1000 \end{gathered}$ | 23 | 9 | 13 | 45 |
| O <br> L | 1000-4999 | 2 | 4 | 6 | 12 |
| ${ }_{\text {M }}^{\text {E }}$ | 5000-10000 | 1 | 4 | 1 | 10 |
| $\underset{\mathrm{N}}{ }$ | over 10000 | 1 | 4 | 1 | 6 |
| $T$ | Total | 27 | 21 | 25 | 73 |

### 5.2. The $4 \times 3$ frame used in this study

As shown in Table 3, the population of educational institutions has been stratified into 12 strata. This calls for the use of a $4 \times 3$ frame. To construct this frame the 12 -row alphabetic array is used in as much as there are 12 groups of letters in this array and there are 12 cells to be filled up. Each group of letters is numbered from 1 to 12 . Random numbers from 01 to 12 are drawn without replacement and the group of letters corresponding to the first random number
drawn is assigned to the cell of the first row and first colum ( $c_{11}$ ). The remaining groups of letters are matched with the rest of the cells in a serpentine way in the order of the random numbers as shown in Figure 1.


Figure 1. THE SERPENTINE . AY OF ALLOCATION OF THE 12ROW ALPHABETIC ARRAY TO THE $4 \times 3$ TABLE,

| M W <br> .082568 | H Q R <br> .083755 | J N Se-Sz <br> .084038 |
| :---: | :---: | :---: |
| Sa-Sd V <br> .084503 | A I |  |
| E T <br> .083574 | F P <br> .083239 | Cj-Cz D <br> .083496 |
| Ca-Ci K X <br> .082336 | L U Y |  |
| .083883 |  |  |

Figure 2. THE FRAME FOR A $4 \times 4$ STRATA ${ }^{1}$
Note that on the average, this $4 \times 3$ frame (Fig. 2) gives $\mathrm{p}_{\mathrm{ij}}=.0833$ or that only $8.33 \%$ of the population in the $\mathrm{ij}^{\text {th }}$ stratum has been included in the frame. This means that the
frame may be used only for a maximum $8.33 \%$ sampling fraction per stratum.

To obtain samples for a $10 \%$ sampling fraction, the frame is revised following the procedure in section 4.3. The resulting revised frame is shown in Figure 3.

| $\underset{.165935}{\mathrm{M} \mathrm{Cj}-\mathrm{Cz} \mathrm{D}}$ | H Q R Sa-Sd V | $\text { J N } \underset{.167277}{\mathrm{Se}-\mathrm{Sz}} \mathrm{~A} \mathrm{I}$ |
| :---: | :---: | :---: |
| $\underset{.168051}{S a-S d}$ | A I Ca-Ci K X | $\mathrm{Cj}_{\mathrm{Cj}-\mathrm{Cz}}^{167250} \mathrm{D} \mathrm{U}$ |
| ET J N Se-Sz | $\underset{.164827}{\text { F M W W }}$ | G Y H Q R |
| $\underset{.165832}{\text { Ga-Gi K X }}$ | $\mathrm{L}_{.167457}^{\mathrm{U}} \mathrm{E} T$ | B of Z F P |

Figure 3. REVISED FRAME FOR A $4 \times 3$ STRATA
${ }^{1}$ The figure below each cell is equal to pij which represents the proportion of the population in the ijth stratum that is included in the frame.
3.3. Allocation of the sample psu and ssu

Using the alphabetically listed frame developed here, the number of sample psu is determined by the sampling fraction and the proportion of the stratum population included in the frame.

To illustrate this, using Figure 2 and a sampling fraction of $1 \%$, it is desired to estimate the number of institutions to be included as sample for the suburbs stratum where the enrolment is less than 1000 students.

For proportional allocation,

$$
\mathbf{f}=\mathbf{f}_{11}
$$

but

$$
\mathbf{f}_{11}=\mathbf{f}_{14} \mathbf{f}_{214}
$$

here $f_{i j}=.01$ and $f_{2 i j}=p_{1 i}=.082568$
then

$$
\begin{aligned}
\mathbf{f}_{1 j} & =\mathbf{f}_{1 j} / \mathbf{f}_{21 j} \\
& =.121112
\end{aligned}
$$

Now from Table 3 there are 23 schools under this stratum, therefore the total number of institutions to be included as sample psu is equal to $(.121113)(23)=2.786$, and rounding to the next highest integer we have 3 schools as sample psu. Correcting the ssu sampling fraction,

$$
\begin{aligned}
\mathrm{f}_{2 i j} & \left.=\mathbf{f}_{1 j} / \mathrm{m}_{1 j} / \mathrm{M}_{1 j}\right) \\
& =(.01) /(3 / 23) \\
& =.76667
\end{aligned}
$$

This means that for every 100 faculty members in this stratum whose surnames begin with letters M and W , about 92 or 93 will be included as samples.

Table 4 shows how the psu and ssu are to be alloted for 1,5 , and $10 \%$ sampling fractions.

Table 4. DISTRIBUTION OF SIMPLE EDUCATIONAL INSTITUTIONS (PSU) AND FACULTY MEMBERS (SSU) ${ }^{2}$
I. 1\% Sampling Fraction

|  |  |  | A T |  |
| :---: | :---: | :---: | :---: | :---: |
|  |  | I | II | III |
| $\begin{aligned} & \mathrm{E} \\ & \mathrm{~N} \\ & \mathrm{R} \\ & 0 \\ & \mathrm{~L} \\ & \mathrm{M} \\ & \mathrm{E} \\ & \mathrm{~N} \\ & \mathrm{~T} \end{aligned}$ | A | $\begin{gathered} 3 \\ 92.85 \% \end{gathered}$ | $\stackrel{2}{53.73 \%}$ | $\stackrel{2}{77.35 \%}$ |
|  | B | $\begin{gathered} 1 \\ 23.67 \% \\ \hline \end{gathered}$ | $\stackrel{1}{48.05 \%}$ | $\stackrel{1}{71.97 \%}$ |
|  | C | $\stackrel{1}{1} \begin{gathered} 11.96 \% \\ \hline \end{gathered}$ | $\stackrel{1}{48.68 \%}$ | $\stackrel{1}{59.88 \%}$ |
|  | D | $\begin{gathered} 1 \\ 12.14 \% \end{gathered}$ | $\stackrel{1}{47.68 \%}$ | $\stackrel{1}{\stackrel{1}{11.97 \%}}$ |

[^5]II. 5\% Sampling Fraction

III. 10\% Sampling Fraction

|  |  | $\begin{array}{llllllllll}\text { L } & \text { O } & \text { C A A } & \text { T }\end{array}$ |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  |  | I | II | III |
| ENR0L$M$ENT | A | $\begin{gathered} 14 \\ 99.01 \% \\ \hline \end{gathered}$ | $\begin{gathered} 6 \\ 89.15 \% \end{gathered}$ | $\begin{gathered} 8 \\ 97,14 \% \end{gathered}$ |
|  | B | $\stackrel{\stackrel{2}{5} \%}{59.51 \%}$ | $\begin{gathered} 3 \\ 80.53 \% \end{gathered}$ | $\stackrel{4}{89.69} \%$ |
|  | C | $\stackrel{1}{59.66 \%}$ | $\begin{gathered} \stackrel{2}{2} \\ 80.89 \% \\ \hline \end{gathered}$ | $\stackrel{3}{3}$ |
|  | D | $\stackrel{1}{60.30 \%}$ | $\stackrel{3}{79.62 \%}$ | $\stackrel{1}{60.31 \%}$ |

## 6. The Analysis

After all sample psu and ssu have been determined, the average annual income of the faculty members teaching in educational institutions in the Greater Manila Area are estimated.

The coefficient of variation is computed to compare the variability among the different sampling fractions and also to determine the relative efficiency of one type of frame with the other.

To establish the behavior of these estimates - the mean variance, and coefficient of variation - their sampling dis-
tributions are prepared by replicating the sampling scheme 20 times for each of the three sampling fractions.

It has been expected that the coefficient of variation will decrease with increasing sampling fraction. However, it will be noticed in Table 5 that contrary to what is expected, the $1 \%$ sampling fraction gave the smallest coefficient of variation. A closer look at Table 4 will reveal that except for 3 strata only one sample psu per stratum was drawn for the $1 \%$ sampling fraction while more than one psu were drawn per stratum for the 5 and $10 \%$ sampling fractions. Hansen, Hurwitz, and Madow (7) pointed out that the variance will be smaller if only one sample psu stratum is drawn as compared to a design where there are two or more sample psu's per stratum.

Nevertheless, comparing the 5 and $10 \%$ sampling fractions, it will be observed that there is a considerable reduction in the coefficient of variation.

Table 5. THE MEANS OF THE SAMPLING DISTRIBUTIONS OF THE MEAN, STANDARD DEVIATION, AND COEFFICIENT of Variation of the annual income.

| Sampling Fraction (\%) | 1 | 5 | 10 |
| :--- | :---: | :---: | :---: |
| Average Annual Income (P) | 7125 | 7292 | 7327 |
| Standard Deviation | 274.02 | 337.48 | 326.37 |
| Cosfficient of Variation (\%) | 3.85 | 4.64 | 4.45 |
| Variance of the C.V. | .008933 | 009362 | 003192 |

The efficiency of the two-way stratification is now compared with the one-way stratification. As shown in Table 6, it is evident that the two way stratified sample design gives a considerable reduction in the variability of the estimate most especially when the location is used as the criterion for stratification.

Table 6. THE RELATIVE EFFICIENCY OF THE T. O-.. AY STRATI. FICATION TO THE ONE-. AY STRATIFICATION.

| Sampling Fraction (\%) | 1 | 5 | 10 |
| :--- | :---: | :---: | :---: |
| CV (Enrolment)/CV (Two-Way) | 3.6052 | 1.6379 | 1.6652 |
| CV (Location)/CV (Two-Way) | 7.3980 | 3.3362 | 3.4562 |

## 7. Conclusion

The frame prepared in this study utilized the distribution of the first letter of the surnames from an alphabetically list - the PLDT Directory. One special feature of this frame is that it does not depend on the identity of the sampling unit; it only utilized the fact that the distribution of the first letter of the surnames in an alphabetically enumerated list is stable for large population. Because of this, the frame may find a universal application in surveys when ever the sampling units are individuals.

Although the frame was prepared for a two-way stratified design, it may also be used for a one-way stratified design by considering only the row or the column, as the case may be.

It was also shown in this study that two-way stratification causes a high reduction in the variability of the estimate compared with a one-day stratification.

It is hoped that the results of this study will help people engaged in survey work who are always confronted with frame construction problems. However, in as much as the study was concentrated on using the frame for a two-way stratified sampling design using proportional allocation of the samples, perhaps other researchers may be interested on studying the feasibility of the frame for other sampling designs, for example, systematic sampling design.
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# "THE USE OF STATISTICS FOR SETTING INDUSTRIAL PRIORITIES" * 

## By

## RODOLFO VILLARICA**

The paper I am honored to deliver today is on "The use of Statistics for Setting Industrial Priorities" in the Board of Investments. Without questioning the merits of the topic, since it takes for granted two givens, namely, that the Board of Investments (BOI) sets priorities and that the BOI uses statistical methods of analysis, both functions of which the BOI performs, let me describe how the BOI fulfills its mission of implementing the law, R.A. 5186 by reviewing its significance and investment policies for a moment.
R.A. 5186, otherwise known as the Investment Incentives Act, is a law that prescribes the incentives and guarantees being offered by the Philippine Government to both domestic and foreign enterprises in preferred areas of Investment in the Philippines. The Act also grants incentives to investors in enterprises registered with the BOI. Additional inducements are provided for export-oriented enterprises although these would be transferred to the Export Incentives Bill, approved by Congress in their second special session and now awaiting the signature of the President for final enactment.
R.A. 5186 is a milestone in economic legislation because it is the first to spell out a comprehensive guideline for channelling both Filipino and foreign resources into preferred investment areas. It also specifies the various kinds of incentives to be granted to investments and investors. Although

[^6]it seeks to insure the control of the country's patrimony by Filipinos, as is the practice in most developing countries, it also provides such adequate incentives and safeguards as are essential for profitable foreign investment in our country.

Interested investors and enterpreneurs frequently ask us what our investment policy is. In general, the twin policies are: (1) to encourage Filipino and foreign investments in projects to develop agriculture, mining and manufacturing industries which increase the national income with the least cost, increase exports, provide more opportunities for employment, raise the living standards of the masses and provide for an equitable distribution of wealth and (2) to welcome and encourage foreign capital to establish pioneer enterprises that are capital intensive and would utilize substantial amounts of local raw materials, in joint venture with Filipino capital, whenever possible. From these twin policies emanate the criteria that determine the priority or non-priority of industrial projects. The Act requires the Board of Investments to set forth the different activities in the agricultural, mining and manufacturing sectors to be accorded preferred pioneer or preferred non-pioneer status as fields of investments for purposes of enjoying the incentives and guarantees offered under the Acts. This annual plan, called the Investment Priorities Plan, is the result of the analysis, synthesis and projection of data collected by the BOI from private and public sources.

Our government, as a matter of policy, adheres to a relatively free enterprise economy. The private businessmen are actually the person who make decisions on whether to invest or not in a particular enterprise. Two emergent factors, therefore, determine the planning process at BOI: first, the institutional constraints within which it operates and second, its ability to extend its planning process beyond the preparation of the investment priorities plan. The first factor forces the BOI to act and react within the framework of the real world where bureaucracies, obsolete laws, outdated regulations, irrelevant institutions cannot be disregarded nonchalantly and where incomplete figures and uncertain information more often than
not limit choices to solutions that are not optimum. The second factor endows more meaning and responsibility on the BOI to plan not only the priority areas but also the implementation of the program through assistance in all facets of realization, availment of incentives, and supervision over the registered enterprises throughout the different phases of the life of their projects.

Having thus briefly described the objectives and policies of the BOI governing the planning responsibilities in the context of reality and implementation, we are now ready to describe the planning process itself, the preparation of the Investment Priorities Plan.

In the preparation of the first Investment Priorities Plan, a formula was evolved which took into account the following factors: (1) Social Rate of Return; (2) Foreign Exhange earnings and/or savings; (3) Labor Intensiveness; (4) Potential Forward and Backward Linkages; and (5) Insufficiency Gap.

The Social Rate of Return measured the net or real gain to the economy on a given investment. This method started with the estimation of the commercial (or private) profitability of a project, after which adjustments were made to reflect the real profit to the economy by netting out the taxes and duties for revenues and costs and by adjusting for opportunity costs of materials and manpower.

The Foreign Exchange Earnings and/or Savings was a factor which gauged the effect of a project on the balance of payment by computing the project's revenue, priced at CIF values if the product was an import substitution or FOB value if export-oriented, and then deducting the cost of imported raw materials, and amortization on imported equipment. As an index, the amount of foreign exchange earned or saved per peso invested was used.

Labor intensiveness measured the employment generative potential of projects. The index used was the number of jobs generated per peso of investment.

Potential Forward and Backward Linkage measured the necessity of the project viewed from the need to integrate manufacturing and thereby to create self-sufficiency.

The Insufficiency Gap represented the volume of demand which cannot be met by existing production facilities.

The five criteria, assessed individually for each project, were combined by weighted proportions into a formula for ranking projects, called the Index of Productive Output.

The weight assigned to each parameter was: 30 points for the Social Rate of Return, 30 points for Foreign Exhange Earnings and/or Savings, 15 points for Labor Intensiveness, 15 points for Linkage Effects and 10 points for the Insufficiency Gap. The Projects were each normalized individually within a given criterion and the normalized numbers were plugged into the Index of Productive Output formula. Thus a ranking was achieved among the sixty ( 60 ) odd projects recommended for priority implementation in the first plan.

Soon after the first Investment Priorities Plan was approved by the President, copies of the Plan were distributed among economists for their comments regarding the application of the formula which they had in principle previously approved. Constructive criticism, verbal and written led the Board to think twice about the formula it had adopted. It was pointed out, for instance, that implicit in such formula is a set of marginal rates of substitution between criteria of choice, which, if followed, purports to allocate investment funds optimally. But since the weights of the criteria were somewhat arbitrarily made and assigned, and the interrelationships between the criteria were not fully known, it was possible that the marginal sets of substitution between such criteria were not being optimized. In other words, it would be extremely difficult to determine what would be the trade-off between criteria if the interrelationship among them were not fully known. For instance, what would happen to our objective of pursuing a very favorable effect on the balance of payments through a
project's foreign exchange savings/or earnings effect if were to overemphasize labor intensiveness to an extreme degree?

In the preparation of the second Investment Priorities Plan, therefore, the data on the five criteria were longer plugged into the Index of Productive Output formula. Emphasis was centered on the social rate of return criterion which was modified and refined to suit the needs of the times. It was also felt that the foreign exchange implications of a project were to be deemed important since indications prognosticated the weakening position of the peso vis-a-vis the dollar. Towards the end of the preparations of the second IPP, there came a suggestion from two quarters, NEC and PES, to utilize the input/output analysis as a criterion for the ranking of projects. This would involve a determination of the economy's target performances and a definition of those economic activities which had the greatest purpose of accelerated economic development consonant with nationalism.

This approach would have entailed two parts: first a projection of all types of final demand in appropriate detail; and second, the input-output analysis.

Th first part would necessitate analysis and processing of the project data with regard to the target performance of the GNP and of various sectors and subsectors. The GNP figures from the NEC would be the starting point and the aggregate data broken down into sectors. The final demands of each of these sectors would be projected on the accelerated basis. Then by means of correlation, the degree of association of the performance of the economy, with sectors classified according to the PSIC could be estimated, and from regression analysis, the values of the expected performance of the various sectors would have to be provided. The various projected demands would be checked against minimum economic size plants to find out whether and at what time during the projection period there would be a probability for additional expansion and/or new plant capacities to be installed.

With the completion of first part, the Input-Output analysis would then be the basis or criterion for the inclusion or non-
inclusion of a project in the IPP. The matrix of input coefficients and other parameters of input-output statistics would be taken from the NEC input-output table unless knowledge of change in techniques of production would justify a change in input coefficients. Using the NEC "inverse matrix" and the projections of final demand, one could then work back to the impact of these projected final demand on the various industries: the ultimate impact of demand for specific commodity on all industries is provided in the appropriate column of the matrix; similarly, the effects of final demand upon sales of a specific industry are derived by reading across the appropriate row. A projection of expansion of demand on individual industries and an industry-by-industry discussion of the main consideration affecting development could be made and used as the basis for selecting the preferred areas to be included in the IPP.

Mr. Ramon Katigbak, Jr. then detailed from PES to the BCI, worked on this input-output approach. He soon realized that this involved an enormous amount of work and that within the time constraint of IPP preparation, such a job could not be completed. But there were other more real problems in that this analysis which involved optimization within a given set of projects being realized and implementeed within specific and stated times could not work within the context of BOI planning since there is no assurance that specific projects will be operational by such and such a year nor even, that any given project would at all have taken.

Perhaps, this paper should have been entitled, In Search of a Statistical Model for Industrial Planning. Indeed the very dynamism of the process of economic development seems to be beyond the static precision of an Input-Output, or a social marginal productivity formula to measure. And yet we would like to believe that the elasticities of statistical models are positive enough to be able to create a still more precise measurement of priority regarding industrial investments that would more clearly define truly impact areas where socio-economic benefits could more speedily flow to a wider segment of our society:.The challenge stands.

# THE USE OF STATISTICS FOR ECONOMIC DEVELOPMENT PLANNING* 

By

ARTURO Q. TRINIDAD **

## A. Introduction

This paper is being presented to discuss another paper entitled "Planning and Statistics" *** written by Mr. Bernardino G. Bantegui, for the SEMINAR ON STATISTICS AND PLANNING held in Moscow, USRR on September 22 - to October 12, 1969.

It was the feeling of Mr. Bantegui that it is "old hat" to present a paper on this subject anew. However, we believe that the work of Mr. Bantegui is worthwhile discussing since it reported lengthily on the procedures adopted by the National Economic Council in assessing the feasibility of the Board of Investment's Second Investment Priorities Plan (IPP ) but at the same time, it fails to report on the results of their evaluation.

One could rationalize on the probable reason for this since the paper was presented before a foreign audience. It would not be good to criticize one's own government agency if the findings had been unfavorable. There remains however, an impression of omission which we hope can correct in our discussion this morning. The results, of course, are of particular interest to us in the financing field who should go by the priorities set forth in the Investment Priorities Plan.

[^7]The underlying theme that runs throughout the paper of Mr. Bantegui is that statistics are indispensable to planning for economic and social development. That statistics are necessary for planning is hard to deny. This, however, should not obscure the fact that what matters in development planning is not mainly statistical but mainly policy. It is still possible to have a good Development Plan without using much statistic by concenrating on policies which will stimulate on upward movement of the economy. The Singapore experience is an example. It is also possible to write a Development Plan which is mathematically consistent, but which will nevertheless achieve nothing, because policies are inconsistent.

One of the fatal factors that undermines economic development planning is the promulgation of contradictory and/or incompatible policy actions. For example, a minimum wage policy is adopted which negates the desired effects of a price policy. A tariff policy is enunciated to cripple developing industries and an export tax policy to neutralize export incentives. These clashes of policies create repercussions that cannot be measured by special purpose models which through their inherent limitations neglect indirect side effects. It does not mean though that the results of these contradictions cannot be measured without the use of complicated scientific aids.

The paper of Mr. Bantegui mentioned in passing linear programming among the approaches to development planning. Given several targets of output, import and export for each industry which are all consistent and apparently reasonable, the mathematical programming approach aims at optimum allocation of funds in the light of return expectations and scarce financial resources. The determination of the social rate of return is a preliminary step in adopting this procedure which the paper of Mr. Bantegui ably presented. At present using industry statistics which are available from public and private agencies, this approach may be the simplest and the most practical. The results, however, needs tempering consistent with avowed national policies. An example touening on a contro-
versial sector - the Philippine sugar industry - will elaborate this point.

Regarding the use of the input-output table to evaluate the BOI's Priorities Plan, a more lengthy comment may be given.

## B. Planning and Prediction

There is a distinction between the input-output table, regarded as a statistical description of certain features of the economy, and input-output analysis, regarded as a means of predicting the consequences of changes in underlying factors. The table is clearly an extremely useful and ingenious construction that can be regarded as a natural extension of national income accounts. As such, its value and usefulness are largely independent of the success of input-output analysis as a predictive technique. Any dispute about the table is only whether it is worth its cost, not whether it is worth having at all.

Viewed as a predictive device, as may be gleaned from Mr. Bantegui's paper, input-output analysis specifies a method of predicting the total output of a series of industries from the so-called "final-demand schedule", or "bill of goods." Its actual use to forecast total output for a future year involves, first, forecasting final demand, then predicting total output from this final demand; any error in the forecast can, in principle, be separated into (1) the error in the forecast of final demand; and (2) the error in the conditional prediction of total output, given final demand. In judging the analytical validity of input-output analysis, only the accuracy of the conditional prediction should be taken into account, for errors in forecasting final demand cannot be attributed to defects of input-output analysis.

The central feature of input-output analysis as a predictive device is that it proceeds to make predictions as if all coefficients of production were fixed, as if, in each defined industry, the amount of each input per unit of output were rigorously fixed, regardless of relative prices, levels of output, and so on. It is obvious that coefficients of production are
not rigorously fixed, that all sorts of variations are possible and do occur. The lack of descriptive realism of fixed coefficients of production is not, however, the main issue against input-output analysis.

The crucial question is not whether coefficients of production are, in a descriptive sense, rigorously fixed but whether treating them as if they were constant involves neglecting factors that are considered "minor" disturbances but which are actually the major determining influence. In many instances there are real shifts from one method of production to another. These changes usually involve substitution of productive stocks and raw materials which cannot be corrected by the application of technical coefficients or indices. This is particularly true in the chemical industry where process changes will distort any estimate of input and output based on an old set of stockflow coefficients. A more effective technique must obviously determine to what extent the variation is the output of a particular industry will reflect the changes in its internal structural characteristics or vice versa. Whenever these internal disturbances are known to be present but they are inaccessible to quantification then it might be better to make use of a simpler technique that will simply describe their effects through some kind of time trend or cyclical behavior. In such cases the use of the much understood methods of economic time series analysis may be more practical than the sophisticated input-output tables derived from insufficient information.

There is also the question of numerical accuracy of the figures presented in input-output table. We can also surmised that none of the figures used were obtained through actual or direct observation. Most likely, the data used were derived from the usual indirect estimating procdures applied on standard sets of primary data whenever they are available. Actually, there is nothing wrong with such indirect procedures provided they are blended with actual experience. It is doubtful whether the estimates can be corrected by interviewing businessmen or executives even if they are directly involved in the different industries concerned although it may be helpful. But there
are factual information deeply burried in private business records which are not also immediately available to the executive operating at a higher level or the researcher conducting a study over a short period of time covering several industries. Whether we like it or not there has not been much, if not constant, communicattion between the practitioners immersed in actual business operations and the economists or statisticians interested in furhering sophisticated techniques in their own fields.

It seems we can justify the use of the input-output tables by differentiating between planning and prediction. In planning, we are interested in what producers must do to maintain a given level of future output while in prediction we are concerned with what producers will chooose to do in response to recent levels of demand. We may then proceed to believe that what producers must do is not closely related at all to what they will do. If this is the case then we have reasons to doubt the practical value of the input-output technique.

For planning, we also have to know the relation between final demand and output in each industry. Assuming the relationship is known there is still the problem of forecasting final demand. Hence, like most techniques, the input-output approach is excellent if final demand can be dictated rather than forecasted.

## C. Cost and Capital-Output Ratios

The input-output tables are supposed to yield cost ratios indicating pesos of given inputs per peso of given output. These ratios are much more than a historical description of transactions since they are supposed to apply not only to the past period covered by the tables but also to future periods, possibly more than a decade, after appropriate adjustments. In general, this supposition can only be true if the cost ratios change slowly or if the changes can be detected and incorporated in the basic tables. As pointed out earlier, these conditions may be difficult to meet in practice.

A good economic plan must present a realistic estimate of investment expenditure especially in a capital-starved country like the Philippines. Investment expenditure is the product of capital-output ratio and required capacity. In the absence of statistics on a sectoral level capital-output ratio is estimated by using the stock concept which is the cost of all existing plant and machineries divided by the output for that year, all at constant prices. While this choice of an alternative (over the incremental concept which requires sectoral level information) appears insignificant, it results in grossly misleading estimates. Most of the industries which went through substantial increase in productive stocks during the control era preceding 1962 and the period of tight credit after the decontrol in that year have inflated assets due to several reasons not to mention the dubious ones, among which were:

1) The need for high dollar allocations which can be sold or used to generate precious excess dollars;
2) The need to inflate owner's equity in private firms to qualify for higher borrowing capacity;
3) The need for over-valuation to cover financing of local costs by foreign financiers.

This observation certainly does not lessen the efficacy of the input-output technique but rather does it prove its worth.

## D. Ranking of Sectors

For industrial planning where the sources of financing are mostly government institutions, there is a need for priority ranking of sectors. The criterion mentioned by Mr. Bantegui in his paper, which is the Social Rate of Return (SRR) is widely accepted in theory and in practice in allocating scarce funds to the different sectors of the economy. Attempts have been made in the past and up to the present to apply the SRR to justify the financial support given to projects in different industrics. Unfortunately, it has been observed that the SRR alone will not assure a decision contributing to a balance growth
of the economy. It is also controversial when applied to certain industry sectors.

The formula presented by Mr. Bantegui for determining the social profitability of capital is simple enough yet comprehensive. It is in fact an improvement over the so-called national economic profitability criterion, also called the Social Rate of Return by Murray D. Bryce ${ }^{1}$. However, Bryce's criterion brings together in one measure all the major measurable economic costs and benefits of a project to a developing country, which includes labor intensity, a factor which is considered separately by Mr. Bantegui in his formula for determining social profitability of capital. It is not known how Mr. Bantegui would comparatively measure labor intensity and demand gap for the purpose of assigning points to various sectors of the economy.

Actually, the problem is not the derivation of a formula which is subject to different presentation. The question is in the results. It is easy to show, for example, that applying the social rate of return criterion will justify a continuing and increasing support of the sugar industry, yet, this may run counter to the thinking of independent policy-makers at present and even that of the International Monetary Fund. Using a different approach but following the principle behind the social rate of return criterion mentioned by Mr. Bantegui, earlier studies were made as to whether allocating funds for the sugar industry can be justified considering:

1. The national income effect;
2. The balance of payment effect;
3. The national economic profitability criterion; and
4. Backward and forward linkages.

## The National Income Effect

The contribution to the national income by the sugar industry can be measured and compared with those of other in-

[^8]dustries by getting the percentage ratio of the net domestic value added by the industry to the total value of scarce resources utilized in production. ${ }^{2}$ The expression can be written:
$$
\mathrm{N}_{\mathrm{e}}=\frac{\mathrm{D}_{\mathrm{v}}}{\mathrm{R}_{\mathrm{s}}} \times 100
$$
where: $D_{v}$, the net domestic value added by the sugar industry can be determined by summing up the peso values of the factors of production used, namely:
a) Land - Rent of land directly used for actual agricultural and milling activities;
b) Labor - Salaries, wages bonuses and fringe benefits received by employees and laborers employed;
c) Capital - Depreciation of productive assets used i.e. machineries, buildings, equipment and facilities and interest paid on funds utilized in actual operation; and
d) Entrepreneurship - Cost of profit and direct taxes paid by the sugar planter and milling company.
Alternatively, $\mathrm{D}_{\mathrm{y}}$ can be calculated by deducting from net sales the following forward and backward linkage values:
a) Materials and Supplies - Cost of materials, supplies and other goods purchased from other producers and used in agricultural production, milling, administration and sales;
b) External Services - Cost of all services rendered to the sugar planter and milling company by other parties i.e., professional services, advertising, communications, transportation;
c) Indirect Taxes - Cost of all indirect taxes paid by the sugar planter and milling company.
$\underline{R_{s}}$, the scarce resources used in sugar production include the following items:
a) Depreciation of fixed and replaceable assets - Cost

[^9]of depreciation and deplation of fixed local and imported assets;
b) Maintenance of fixed assets - Cost of labor, spare parts and supplies incurred in maintaining all fixed local and imported assets; and
c) Use of foreign exchange - Cost of foreign exchange used on materials and supplies directly imported, salaries paid to foreign consultants and expenses on travels abroad.

The above criterion was applied to the sugar projects using prefloating figures and considering a typical operating year. Assumptions made are given in Appendix I which also shows the type of statistics that are necessary for studies of this nature. A summary is given below:

1) Agricultural
a) Size of Plantation
2,000 hectares
b) Total Investment
P8,480,000.00
c) Assumed Net Selling Price of Raw Sugar (Exwarehouse) -
P30.00/picul
d) Sugar Field - 92.32 ${ }^{a}$ piculs/ha. x 2000 has. $=$ 184,640 piculs
e) Net Sales at P30/picul $=\mathrm{P} 5,539,200.00$
f) Expenses Deductible from Net Sales
i) Materials and Supplies $=\mathbf{P} 931,960.00$

| ii) External Services | $=$ | $80,100.00$ |
| ---: | :--- | ---: |
| iii) Indirect Taxes | $=$ | $48,180.00$ |
| Total |  | $P 1,060,240.00$ |

g) Net Domestic Value Added. $\mathrm{D}_{\boldsymbol{r}}=\mathrm{P} 4,478.960$
h) Scarce Resources Used, Ra
i) Depreciation of Fixed and Replaceable Assets $=$ P 234,560.00
ii) Maintenance of Fixed and Replaceable

| Assets | $=96,220.00$ |
| ---: | :--- | ---: |
| iii) Foreign Exchange Used | $=596,340.00$ |
| Total | $P 927,120.00$ |

i) National Income Effect, $N_{e}=\frac{D_{\mathrm{c}}}{R_{s}} \times 100=483 \%$
2. Milling
a) Capacity of Mill 3000 tons cane/day
b) Total Investment P50,500,000.00
c) Sugar Yield $=1.655$ piculs/ton cane $\times 3000$ tons $\times 126$ days $=625,590$ piculs
d) Net Sales (ab $33 \%$ Mill Share $=208,530$ piculs $\mathbf{x}$ $\mathbf{P} 30=\mathbf{P} 6,444,900.00$
e) Expenses Deductible from Net Sales
i) Materials and Supplies $=\mathbf{P} 961,000.00$
ii) External Services $\quad=$ P $189,000.00$
iii) Indirect Taxes $=P 300,000.00$

Total P1,450,000.00
f) Net Domestic Value Added, $\mathrm{D}_{\mathrm{v}}=\mathrm{P} 4,994,900.00$
g) Scarce Resources Used, $\mathrm{R}_{\mathrm{e}}$
i) Depreciation of Fixed and Replaceable

Assets $=\mathbf{P} 2,374,000.00$
ii) Maintenance of Fixed and Replaceable

$$
\text { Assets }=580,000.00
$$

iii) Foreign Exchange Used $\quad 672,000.00$

Total P3,626.000.00
h) National Income Effect, $\mathrm{N}_{\mathrm{e}}=\frac{\mathrm{D}_{\mathrm{v}}}{\mathrm{R}_{\mathrm{s}}} \times 100=138 \%$

The national income effect as measured above by $\mathrm{N}_{\mathrm{t}}$, was used to determine the priority to be given to the sugar sector. A value of $100 \%$ or a one to one ratio between net domestic value added and scarce rescources used or a value less than $100 \%$ would mean minimal or negative effect on the national income. Projects could be rated according to the magnitude of $\mathrm{N}_{\mathrm{e}}$. A big value of $\mathrm{N}_{\mathrm{e}}$ would mean a high and favorable effect on the national income and the higher would be its priority for investment purposes.

Note for example that in the above analyses the national income effect of the agricultural phase of sugar production gave an estimated value of $483 \%$ and milling an estimated value of $138 \%$ which are high enough to justify further support of the sugar industry. These values also support the observation that in some cases much more can be added to the national income by capital invested in agriculture instead of a manufacturing enterprise ${ }^{3}$. In setting policies, therefore in the sugar industry first priority should be given to investments in agricultural equipment or improved agricultural methods.

Corrolarily, however, increased agricultural production would require additional sugar milling facilities.

## The Balance of Payment Effect

Another important criterion for investment planning mentioned by Mr. Bantegui is the expected contribution of a sector to the foreign exchange reserve position of the country. This is in view of the critical foreign exchange position of underdeveloped countries like the Philippines. Projects are considered of top priority if they are expected to become substantial earners of scarce foreign exchange. Assuming we will have a ready outlet in the U.S. market, a sugar project can be classified as a potential foreign exchange earner. The problem is in measuring relative potentiality which we shall call as the balance of payment effect.

[^10]It is not enough to measure the foreign exchange effect in terms of absolute amount of say, U.S. dollars earned. An equally important value is the amount of scarce resources used in the process of generating the much needed foreign exchange. Correlating the two, a measure that can be used is: $\mathrm{B}_{\mathrm{e}}=$ $\frac{F_{\mathrm{n}}}{\mathrm{R}_{\mathrm{a}}} \times 100$
where: $F_{n}$ is the net amount of foreign exchange earned expressed in pesos. It is determined by subtracting from the foreign sales proceeds the amount of foreign exchange used in production.

While $R_{s}$, the value of scarce resources used, also expressed in pesos is determined by summing up depreciation and depletion cost, maintenance cost and foreign exchange cost as shown earlier.

For the sugar industry, assuming only two-thirds of production is exported, the balance of payment effects using prefloating rate figures are measured below:

1) Agricultural - 2000 - Hectare Sugar Farm
a) Gros Foreign Exchange Earned $=\frac{2}{8} \times 184,640$ piculs $\times 3.90=\mathrm{P} 3,840,512.00$
b) Foreign Exchange Used $=\mathbf{P} 596,340.00$
c) Net Foreign Exchange Earned, $\mathrm{F}_{\mathrm{n}}=\mathbf{P} 3,244,172.00$
d) Scarce Resources Used, $\mathbf{R}_{\mathrm{n}}=\mathbf{P} 927,120.00$
e) Balance of Payment Effect, $\mathbf{B}_{\mathrm{e}}=350 \%$
2) Milling - 3000 Tons Cane per day Mill
a) Gross Foreign Exchange Earned ${ }^{a}=$

$$
\frac{2}{2}(208,530 \text { piculs } \times \$ 8+3780 \times \$ 13) 3.90=
$$ P4,465,188.00

b) Foreign Exchange Used $\quad P 672,000.00$
c) Net Foreign Exchange Earned, $\mathrm{F}_{\mathrm{n}}=\mathrm{P} 3,799,188.00$
d) Scarce Resources Used, $R_{s}=P 3,626,000.00$
e) Balance of Payment Effect, $\mathbf{B}_{\mathbf{e}}=105 \%$

[^11]Note again that the agricultural phase of sugar production has a more strengthening effect on the balance of payment position of the country compared to the milling phase, but the two operations have to be considered together. Jointly, they contribute highly favorable effects to the country's balance of payment position. Under this criterion and using the data available on hand the priority that has been given to the industry can be justified.

## The National Economic Profitability Criterion

National economic profitability is defined as the total net measurable rate of return to the economy of an investment. It is also called the "social" rate of return in contra-distinction with the "private" or commercial rate of return. As a criterion it brings together in one measure all the major measurable economic costs and benefits of an investment to a developing country. For example, the commercial and national economic profitability estimates of an investment in a 3000 -ton per day mill are shown below:

|  | Commercial <br> Profitability | National <br> Economic <br> Profitability |
| :--- | ---: | ---: | ---: |
| Sales Revenues - P30/picul | P6,444,900.00 | P7,304,220.00' |

[^12]Net Profit, Before Tax
Income Tax
Net Profit
$488,900.00 \quad 1,766,080.00$
$138,670.00$
P3,350,230.00 P1,766,080.00
a) Adjustment of revenue - Income from milling is derived from sales of U.S. and domestic quota sugars. Aproximately two-thirds output is sold to the American market at prices higher than the domestic rates. To both the individual producer and the economy, sales to the U.S. market mean more income in terms of actual peso revenue and premium on the foreign exchange earned. An upward adjustment of $20 \%$ on the revenue generated by export sales would approximate the additional benefits to the national economy.
b) Adjustment of Operating Costs - Positive and negative cost adjustments are necessary to reflect real costs to the economy. For a country like the Philippines where there is underemployment, the real cost of labor depends on the alternative use to which it be put to use. If utilized in agriculture its cost would be much less, hence the downward adjustment to the cost equivalent to the percentage ratio of minimum agricultural wages to industrial wages or approximately $60 \%$. Imported materials for operation and maintenance are adjusted upwards by $20 \%$ to reflect their real costs due to the drawdown on the country's foreign exchange reserves.
c) Adjustment of Income - Finally positive adjustments in net profits are made by removing both direct and indirect taxes which are not true costs to the national economy.

The above comparison shows how an investment can yield a social rate of return three times as much the private rate of return. For planning the use of scarce funds a government institution can rank projects in the order of their national economic profitability.

The national economic profitability criterion is not without any limitations. First, like any other method it is also dependent on available statistics and it is therefore subject to a certain margin of error. However, the data requirements
are not as rigorous compared with other sophisticated technique. Second, it does not consider "structural" disequilibrium or the unbalanced growth of sectors in the economy and hence it cannot be considered a complete measure for setting a national investment plan. As long as it is bear in mind that the national economic profitability criterion does not include factors which are not directly measurable and it does not discount altogether the use of value judgement then its utility as an analytical tool is not at all diminished.

## Project-Oriented Planning

Although considerable progress has been achieved in recent years in the development of statistics in Asian countries their use for purposes of planning is of comparatively recent origin. Most statistics are derived largely as by products of administration. The biggest bottleneck in most countries is funds. We do not want to be misunderstood in claiming that comprehensive development plans can still be proper planning is enhanced by the availability of adequate data but when available statistical series are still fragmentary from the standpoint of planning for economic development a more practice alternative should be adopted. As Mr. Bantegui stated in the case of developing economies.
> "Even in the case of developing economies where comprehensive planning may not be immediately practicable due to shortage of basic data and planning experience, substantial benefits would still be derived from the deliberation of individual projects and development policies within the general scheme of an overall plan of development."

> Deficiency in statistical data has been an important reason why many of the less developed countries do not produce comprehensive development plans. The example given in this paper regarding the sugar industry would serve to emphasize the project-oriented approach to planning. Economic development cannot be easily achieved by drawing up grandiose socioeconomic development plans. In most instances as proven by
experience, the most effective approach is through actual project development in individual industry sectors of high priority, still, there is a need of establishing the so-called priority areas and in so doing, statistics are still necessary.

The type of data presented in Appendix I of this paper are usually available in private organizations like the Philippine Sugar Association, accounting offices like Miller and Cruz and financing institutions like the Philippine National Bank. Unfortunately, these data do not usually find their way to government statistical offices. If industry statistics are collected in the same way that the sugar industry, through the efforts of the people behind it collect numerical information on their operations and these in turn collated by a government office, then it is possible to derive an input-output table, which can stand scrutiny. In the meantime, as long as there is doubt behind the accuracy of the figures appearing in the inter-industry-matrix, decision-makers will continue entertaining doubts on its applicability. It may very well serve the Bureau of Census and Statistics to enlist the statistical collecting arms of offices and institutions like the Board of Investments, the Board of Industries, the Development Bank of the Philippines, the Philippine National Bank, and the similar organizations who are able to collect factual information in exchange for tax and financial benefits which they can grant local business firms.

## APPENDIX I

## CALCULATING NATIONAL INCOME AND BALANCE OF PAYMENT EFFECTS

I. Basis for agrioultural costs computation per hectare
A. Animal Plowing -6 man days at P5.50/day
B. Clearing - 5 man days at P5.50/day
C. Tractor Plowing

1) Tractor driver at P6.00/day
2) Accomplishment or 2 hectares/day
D. Cane Points
3) P3.50 per lacsa at 7 lacsa/hectare
4) Hauling, P2.00/lacsa
E. Planting - 12 man days at P5.00 each
F. Tractor Furrowing
5) Tractor driver at P6.00/day
6) Accomplishment of 5 hectares/day
G. Animal Furrowing -2 man days at P3.50/day
H. Hand Cultivation - 23 man days at P5.50/day
I. Plow Cultivation - 4.5 man days at P5.50/day
J. Tractor Cultivation
7) Tractor driver at P6.00/day
8) Accomplishment - 3 hectares/day
K. Replanting
9) P3.50/lacsa, 2 lacsa/hectare
10) Hauling, P2.00/lacsa
L. Applying Fertilizer -3 man days at P5.00/day
M. Drainage - 2 man days at P5.50/day

N . Irrigation -2 man days at P5.50/day
O. Pest Control - 2 man days at P5.50/day
P. Harvesting - 30 man days at P5.50/day
II. Agricultural costs calculations
A. Cost of Plowing per Hectare

1. Cost of Tractor P22,000.00

2. Cost of Plow - P4527.00 (4 Disc Plow Massey Ferguson)
a. Depreciation $=\frac{4627-231}{2 \times 10 \times 90}=P \quad 2.44$
b. Interest $\quad=\frac{(4627-231)}{2 \times 2 \times 60}=2.20$
c. H.I.T. $\quad=\frac{4627 \times 1}{2 \times 60 \times 100}=0.39$
d. Repairs
$=\frac{4627 \times 4}{2 \times 60 \times 100}=1.54$
Plow Cost Per Hectare $\quad$ P 6.27
Total Cost of Plowing Per Hectare P 41.21
Accomplishments - 2 Hectares/day
B. Cost of Harrowing Per Hectare
3. Cost of Dise Harow P5950.00 (18 Disc Harrow Mossy Ferguson)
a. Depreciation $=\frac{5750-287}{3 \times 10 \times 60}=P \quad 3.03$
b. Interest $\quad=\frac{(5750-287)}{3 \times 2 \times 60} 0.12=1.84$
c. H.I.T.
$=\frac{5750 \times 2}{3 \times 2 \times 60}$
$=0.64$
d. Repairs
$=\frac{5750 \times 4}{3 \times 60 \times 100}$
eectare $=2 / 3 \times(34.9$
owing Per Hectare
3 Hectares per day
C. Cost of Furrowing Per Hectare
4. Cost of Furrower - P5627.00
$\begin{array}{lll}\text { a. Depreciation } & =\frac{4627.00-231.00}{6 \times 10 \times 90} & =P 0.81 \\ \text { b. Interest } & =\frac{(4627-231) .06}{6 \times 2 \times 60} & =0.44 \\ \text { c. H.I.T. } & =\frac{4627 \times 2}{6 \times 60 \times 100} & =0.26 \\ \text { d. Repairs } & =\frac{4627 \times 4}{6 \times 60 \times 100} & =0.51\end{array}$
Cost of Furrower Per Hectare

$$
=P
$$

$$
2.02
$$

2. Total Cost of Tractor Per Hectare (Plowing Tractor)1/3 of 34.94Total Cost of Furrowing Per HectareP 13.66
Accomplishment - 6 Hectares/day
D. Cost of Subsoiling Per Hectare (Optional)
3. Cost of Tractor $=$ P78,700 $\begin{gathered}\text { (Crawler Type TD } \\ \text { Price }\end{gathered}$
a. Depreciation $\quad=\frac{78,700-2361}{3 \times 10 \times 90}$

$$
=P 28.28
$$

$$
\text { b. Interest } \quad=\frac{(78,700-2361) 0.12}{3 \times 2 \times 90}=16.97
$$

c. H.I.T.

$$
=\frac{78,700 \times 2}{3 \times 90 \times 100}
$$

$$
=5.82
$$

d. Repairs

$$
=\frac{78,700 \times 4}{3 \times 90 \times 100}
$$

$$
=12.00
$$

$$
\text { e. Daily Service }=\frac{78,700 \times 1}{3 \times 90 \times 100}
$$

$$
=2.91
$$

$$
\text { f. Fuel and Oil }=\frac{P 7.00}{3}
$$

$$
=2.33
$$

$$
\begin{array}{crr}
\text { g. Labor (tractor driver) } \frac{P 8.00}{3} & = & 2.66 \\
\text { Tractor Cost Per Hectare } & P \mathbf{7 0 . 9 0}
\end{array}
$$

## 2. Cost of Subsoiler P548.00

| a. Depreciation $=\frac{548}{3 \times 10 \times 60}$ | $=\mathrm{P}$ | 0.29 |
| :---: | :---: | :---: |
| b. Interest $\quad=\frac{(548}{3 \times 2}-\frac{27) 0.12}{\times 60}$ | $=P$ | 0.17 |
| c. H.I.T. $\quad=\frac{548 \times .02}{3 \times 60}$ | $=$ | 0.03 |
| d. Repairs $\quad=\frac{548 \times 4}{3 \times 60 \times 100}$ | $=$ | 0.12 |
| Cost of Sub-soiler Per Hectare | $-\mathrm{P}$ | 0.61 |
| Cost of Sub-Soiling Per Hectare | $=71.51$ |  |
| Accomplishment - 3 Hectares/day |  |  |

## E. Cost of Planting Per Hectare

## 1. Cost of Cane Points

p 80 per 1,000 (includes cost of gathering, cutting and preparation)
70,000 cane points at 50 per cent utilization $=P 56.00$
(Rate of planting per hectare - $\mathbf{3 5 , 0 0 0}$
cane points per hectare
2. Hauling with the use of Tractor and
Trailer ( 4 hectares/day)
a. Tractor cost per hectare $\frac{69.88}{4}=17.47$
b. 2 trailers with daily total cost $=\frac{28.64}{4}=7.16$
$\begin{aligned} & \text { c. Labor }-2 \text { Laborers for loading and } \\ & \text { distributing cane points at various }\end{aligned}=2.75$ destinations at $P 5.50=\frac{11.0}{4}$
3. Seed Treatment (lime magnesium sulphate) $=P \quad 3.00$
4. Labor for Planting

12 man days to finish one hectare at P5.50 $=66.00$
5. Replanting and Laborers 20 percent to replanted at P5.50 $=22.00$

Cost of Planting per Hectare P174.38

## F. Cultivation

Cost of Hilling up Per Hectare

1. Cost of Tractor/hectare $=\frac{\text { (Tractor Plowing } \times 2 / 3 \text { ) }}{\text { per Hectare }}$

$$
=2 / 3 \times 34.94 \quad=\mathbf{P} 23.30
$$

2. Cost of Cultivation $\quad=\frac{\text { Plow Cost } / \text { day }}{3}$

$$
=\frac{6.27}{3} \quad=\quad 2.09
$$

Cost per hectare
G. Off Barring

1. Use of Tractor and Cultivation
a. Cost of Tractor (per hectare) $=2 / 3 \times 34.94=\mathrm{P} 23.30$
b. Cost of Cultivation per hectare $=\frac{6.27}{3}=2.20$ Off Barring Cost Per Hectare

P 25.50
Accomplishment - 3 Hectares/day
H. Weeding

1. Cost of Sprayer - Knapsack 5 gallons $=\mathbf{P} 150.00$
a. Depreciation $=\frac{150-7.50}{5 \times 60}=\quad .47$
b. Interest $\quad=(150.00-7.50) 0.12=.29$
c. H.I.T. $\quad=\frac{150 \times 2}{600}$
d. Repair $\quad=\frac{150 \times 4}{60 \times 10}$

Spraying Cost / Day / Hectare $=\quad .91$
Labor Cost at P5.50 $=5.50$
Cost of Spraying
Accomplishment 1 Hectare/day $\quad=\underline{\mathbf{P} \quad 6.41}$
2. Use of Chemicals
a. Cost of Spraying
$=\mathbf{P} \quad 6.41$
b. Cost of Chemicals

## Rate Per Hectare

a) 3 kilograms at 120 gallons of water
b) Cost
$=\mathbf{P} 30.00$
Cost of weeding by use of chemicals $\quad=P 36.41$
3 times / season, 1 hectare / day

## APPENDIX I

## III. Agricultural Costs Breakdown per Hectare

| TTEM | Salaries \& Wages | Materials | Maint Labor | $\begin{aligned} & \text { nance } \\ & \text { Materisls } \end{aligned}$ | Depreciation | Interest | Insurance \& Indirect Taxes | Foreign Exchange | External Service \& Fringe Benefits |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Plowing | P 3.00 | P 6.55 | P 1.64 | P 2.47 | P 16.20 | P 8.80 | P 2.85 | P 6.30 | P 0.25 |
| Harrowing | 2.00 | 4.37 | 1.19 | 1.79 | 12.20 | 6.24 | 2.28 | 4.30 | 0.20 |
| Furrowing | 1.00 | 2.18 | 0.55 | 0.82 | 5.40 | 2.64 | 1.08 | 2.10 | 0.10 |
| Subsoiling | 2.00 | 2.33 | 6.01 | 9.02 | 28.57 | 17.14 | 5.85 | 7.95 | 0.20 |
| Planting | 132.25 | 21.95 | 0.77 | 1.15 | 10.32 | 9.60 | 1.84 | 16.17 | 10.60 |
| OFF-Barring | 2.00 | 4.37 | 0.88 | 1.33 | 10.27 | 2.70 | 1.74 | 3.99 | 0.20 |
| Weeding | 16.50 | 90.00 | 0.30 | - | 1.41 | 0.87 | 0.15 | 63.00 | 1.30 |
| Fertilization | 5.50 | 224.80 | - | - | - | 26.98 | -- | 157.36 | 0.40 |
| Pest Control | 5.50 | 34.24 | 0.10 | - | 0.47 | 0.29 | 0.05 | 23.97 | 0.40 |
| Hilling - Up | 2.00 | 4.37 | 0.88 | 1.33 | 10.20 | 2.65 |  |  |  |
| Irrigation \& |  |  |  |  |  |  |  |  |  |
| Drainage | 22.00 | 7.58 | 3.55 | 5.33 | 17.24 | 10.34 | 3.55 | 9.04 | 1.80 |
| Harvesting | 165.00 | 25.00 | - | - | - | 19.80 | - | - | 13.20 |
| Supervision | 90.00 | - | - | - | - | 10.80 | - | - | 7.20 |
| Overhead | 50.00 | 10.00 | 4.00 | 5.00 | 5.00 | 6.00 | 3.00 | - | 4.00 |
| TOTAL | P498.75 | P437.74 | P19.87 | P28.24 | P117.28 | P124.85 | P 24.09 | P298.17 | P40.05 |

## IV. Basis for Milling Costs Calculations

A. Investment on 3000 Tons Cane Per

Per Day Mill $=P 50,500,000$,
B. Total Canes Crushed $=\quad=378,000$ tons 126 days
C. Sugar Produced $=1.655$ piculs $x=625,590$ piculs 378,000 tons
D. Sugar Mill Share $=331 / 3$ per cent $\times 625,590$ piculs $\quad=208,530$ piculs
E. Molasses Mill Share $=331 / 3$ per cent $\mathbf{x} 378,000$ tons $=3,780$ tons
F. Direct Mill Costs*

1. Salaries and Wages, Milling $=P 340,000.00$
2. Salaries and Wages, General Shops $=\mathbf{7 4 , 0 0 0 . 0 0}$
3. Salaries and Wages, Fabrication $=190,000.00$
4. Lime -0.2 per cent $(378.000)(40.00)=30,240.00$
5. Fuel and Oil - P300/day $\times 140$ days $=28,000.00$
6. Repair and Maintenance, 1 per cent of Investment $=505,000.00$
7. Materials and Supplies $\mathbf{P} 250 /$ day $\mathbf{x} 250$ days $\quad=62,500.00$
8. SSS, WCC and Fringe Benefits at 10 percent of Salaries and Wages

60,400.00
9. Miscellaneous and Additions to Assets $=100,000.00$
G. Indirect Mill Costs

| 1. Administration | P $600,000.00$ | $600,000.00$ |
| ---: | :--- | ---: | ---: |
| a. Salaries and Wages | P $200,000.00$ |  |
| b. SSS, WCC and Medical | $20,000.00$ |  |
| c. Bonuses and Allowances | $17,000.00$ |  |
| d. Office supplies, Cables | $10,000.00$ |  |
|  | materials | $7,000.00$ |
| e. Rentals | $12,000.00$ |  |
| f. Travel and Transportation |  |  |
| g. Entertainment and Repre- | $10,000.00$ |  |
|  | sentations | $5,000.00$ |
| h. General Maintenance | $120,000.00$ |  |
| i. Taxes and Licenses | $160,000.00$ |  |
| j. Insurance | $39,000.00$ |  |
| k. Miscellaneous |  |  |

H. Transportation

1. Total Investment $\quad=$ P 3,300,000.00
2. Total Cost $-378,000$ tons $\times 10 \mathrm{kms} \times 232=876,960.00$

The mill requires 125 tons of cane per hour. This would mean using 25 trailers with 5 - ton loads delivered hourly. This is a minimum requirement and to allow for any discrepancy, 30 trailer should be delivered every hour.

Loading Time. One of the factors that affects hourly deliveries to the mill is the time the farmers take in loading their cane. Only the day light hours are used for loading cane or 12 hours loading time. Since the mill needs 30 trailers per hour over a twenty-four period, the farmers have to load 60 trailers over a twenty-four period, or a total of 720 trailer loads for the twelve hour period.

Tractor to Trailer Ration. After loading the trailers are picked up from the different farms and delivered either to the mill or to the transfer stations. The time it takes to deliver a set of trailers and return empty for another load is known as the travel time. It is dependent on the distance of a farm from the mill and on the speed with which the trailer will be delivered. It has been estimated that farms located 10 to 15 kilometers from the mill will have travel times varying from 1 to 3 hours and those closer will have less than 1 hour. Based on actual experience in Silay (AIDSISA) in Negros Occidental the workable tractor to trailer ratio is $1: 12$ or 60 tractors for 720 trailers.

## I. Cost of Irrigation / Hectares

1. Deep well Pumps 150 H.P. discharging $1,400 \mathrm{gpm}$ at depth of 750 ft . Cost of Unit P40,000 including installation
a. Depreciation $=\frac{48,000-1440}{3 \times 10 \times 90}=\mathrm{P} 17.24$
b. Interest
$=\frac{(48,000-1440) 0.12}{3 \times 2 \times 90}=10.34$
c. H.I.T.
$=\frac{48,000 \times 12}{3 \times 90 \times 100}=3.55$
d. Repairs
$\begin{array}{lll}=\frac{48,000 \times 4}{3 \times 90 \times 100} & =7.11 \\ =\frac{48,000 \times 1}{3 \times 90 \times 100} & =1.77\end{array}$
$\begin{array}{ll}\text { e. Daily Service } & =\frac{48,000 \times 1}{3 \times 90 \times 100}=1.77 \\ \text { f. Fuel and Oil }=\frac{22.75}{3} & =7.32\end{array}$
g. Laborers, 4 laborers at P5.50
$=\frac{5.50 \times 4}{3}=7.32$
Irrigation Cost / Hectare $=\mathbf{P} 54.91$
Accomplishment - 3 Hectares / day
J. Pest Control
2. Cost of Chemicals

Diazimon (Insecticides)
a. Rate Per Hectare, 3240 mt . at $\mathbf{1 2 0}$ gallon/hectare
b. Cost

$$
=34.24
$$

$$
\text { Total Cost / Hectare P } 39.43
$$

V. Milling Costs Breakdown (000) Per Year - 3,000 Tons Cane Per Day

| ITEM | Sularies \& Wages | Fuel \& Materials | Maintenance ${ }_{6}$ Repair <br> (P'arts ete) | Depreciation | Interest | $\begin{aligned} & \text { Insurance \& } \\ & \text { Indireet } \\ & \text { Taxes } \end{aligned}$ | Foreign Exchange | Extarnal <br>  <br> Fringe <br> Benefits |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| General Plant | - | P 191. | P 505. | P2,000. | P1,050. | P 250 | P 487. | P 30. |
| Milling | P 340 | - | - | - | 17 | - | - | - |
| Fabrication | 74 | - | - | - | 4 | - | - | 8. |
| General Shops | 190 | - | - | - | 10 | - | - | 19. |
| Transportation | 60 | 180 | 70 | 372 | 165 | 20 | 175 | 10. |
| Administration | 217 | 10 | 5 | 2 | 36 | 30 | 10 | 88. |
| TOTAL | P 881 | P 381 | P 580 | P2,374 | P1,251 | P 300 | P 672 | P189 |

## DISCUSSION OF DR. ARTURO A. TRINIDAD'S PAPER*

By

B. G. BANTEGUI**

Dr. Arturo A. Trinidad introduced his paper entitled "Statistics in Economic Development Planning" with his statement: "This paper is being presented to discuss another paper entitled "Planning and Statistics" written by Mr. Bernardino G. Bantegui for the Seminar on Statistics and Planning held in Moscow, USSR on 22 September - 12 October 1969.

At the outset, it might be stated that I tried to accomplish the following in the aforementioned paper:

Firstly, I attempted to present the nature and various approaches to development planning. Among the various approaches cited were:
(a) The aggregative type which applies to the entire economy and deals with production, consumption, investment and the like as a single aggregate;
(b) The sectoral type which applies to individual sectors; and
(c) The interindustry type which is concerned with the relationship of the productive sectors of the economy with one another and each of these sectors with the rest of the economy.

Secondly, I indicated the data requirements for each of aforementioned three approaches in development planning and cited some important considerations in statistical operations in countries at various stages of economic development.

[^13]Thirdly, I presented a practical definition of industrial planning as well as its basic concepts and presented the experience in the Philippines regarding the preparation of the annual investment priorities plan by the Board of Investments including the evaluation procedures employed by the National Economic Council in assessing such yearly annual invesment priorities plan as required by law.

While my paper attempted to present the entire range of activities, problems and issues in development planning in relation to statistics development planning, Dr. Trinidad in his paper concentrated mainly on a section of the paper i.e. the portion relating the use of input-output data and techniques in evaluating the annual investment priorities plan, although the avowed purpose of the paper was to discuss the whole paper.

Before anything else I would like to point out some inaccuracies in the paper of Dr. Trinidad.

## 1. Inaccurate abstracting

While the orginal text of Dr. Trinidad's paper made no comment whatsoever on whether the results of the NEC were favorable or not, the abstract stated rather strongly that "the paper of Mr. Bantegui failed to report the results of the NEC study although local sources reported that their findings were unfavorable."

Allow me to read the pertinent portions of the abstract and that of the original text;

On the one hand the abstract read as follows -
"It was noticed that the paper of Mr. Bantegui failed to report on the results of the NEC study although local sources reported that their findings were unfavorable."

The full text of the paper, on the other hand, read as follows:
"However, we believe that the work of Mr. Bantegui is worthwhile discussing since it reported lengthily on the
procedures adopted by the National Economic Council in assessing the feasibility of the Board of Investment's Second Investment Priorities Plan (IPP) but at the same time, it fails to report on the results of their evaluation.

One could rationalize on the probable reason for this since the paper was presented before a foreign audience. It would not be good to criticize one's own government agency if the findings had been unfavorable." (Underscoring provided)

If Dr. Trinidad had taken just a little time to look over the NEC study which evaluated the Second Annual Investment Priorities Plan (IPP) of the BOI, he would have noted the following statement relating to the results of the aforementioned NEC study :
"On the whole the coverage and scope of the priority sectors included in the second IPP of the BOI are fairly adequate viewed from the social rate of return to the economy and related considerations."

Thus the statement to the effect that "local sources reported that their (NEC's) findings were unfavorable" is not enly incorrect but appears gratuituous.

It may be important to note, however, that the difference in views between NEC and BOI as indicated in the study is not on the desirability of the projects proposed by the BOl but in the size of the "basket" of investment projects proposed to be granted incentives under the second annual IPP. For instance, the overall foreign exchange requirements of the second IPP of the BOI which amounted to $\$ 1.096$ billion ( $\$ 1.025$ billion for machinery and equipment and $\$ 71$ million for raw materials) would require an annual procurement of foreign funds amount to $\$ 365$ million from 1969 to 1972. This amount is substantially higher than the highest annual foreign loan authorization ( $\$ 152$ million) that the Philippines ever received in a single year.
2. Inaccurate reporting of facts on methodology employed in construction of NEC input-output tables.

In the first paragraph on p. 6 of his paper, Dr. Trinidad stated:
"There is also the question of numerical accuracy of the figures presented in input-ouput table. We can also surmise that none of the figures used were obtained through actual or direct observation. Most likely, the data used were derived from the usual indirect estimating procedures applied on standard sets of primary data whenever they are available."

The above statement of Dr. Trinidad has no factual basis and should be corrected. Instead of just "surmising" on the methodology employed in the compilation of hasic data and the techniques used in the preparation of the input-output tables, a researcher of Dr. Trinidad's caliber should have inquired about the subject from the source agency - the NEC. Had he done that we would have been happy to accommodate him by making available to him all the materials that have relevance to the subject. For his information a whole chapter of the publication entitled "The 1961 Interindustry (InputOutput accounts of the Philippines" (see pages $5-16$ ) was directed to the description of the concepts and estimation procedures employed in the preparation of said input-output accounts.

Dr. Trinidad further stated that:
"It is doubtful whether the estimates (referring to those obtained through indirect estimation procedures) can be corrected by interviewing businessmen or executives even if they are indirectly involved in the different industry concerned although it may be helpful."
It might interest Dr. Trinidad to know that aside from the traditional sources of basic data obtained from usual statistical source agencies, a large volume of additional information were obtained directly from business firms through mailed inquiries
and/or through interviews with people directly involved in actual operations of private business covered in the investigation. I am making available to Dr. Trinidad NEC records on various meetings held to review and assess data collected from individual firms as well as from other sources which were used in the preparation of the sectoral reports in input-output table of the Philippines. The names of the technical people directly involved in each firm's operations (not solely businessmen or executives as Dr. Trinidad claims), the dates of meetings and the subject matter discussed in the meetings which the NEC held in various aspects of the work are available and Dr. Trinidad can gain access to these records at any time he wishes to look into these records.
3. Forecasting figures on demand

Dr. Trinidad criticized the use of Imput-Output techniques in predicting future levels of output on the basic of forecast figures on final demand claiming, among others, that (a) coefficients of production are not in reality rigorously fixed and that all sorts of variations are possible and do occur, and (b) process changes in manufacturing activities "will distort any estimate of input and output based on an old set of stock flow coefficients." He further stated that the crucial question is not whether coefficients of production are in a descriptive sense rigorously fixed but whether treating them as if they were constants involves neglecting factors that are considered minor disturbances but which are actually major determining influence. He suggests instead the use of simpler techniques that would simply describe their effects through some kind of trend or cyclical behavior. Dr. Trinidad states: ""The use of much understood methods of economic time series analysis may be moie practical than the sophisticated input-output tables derived form insufficient information." However, what Dr. Trinidad does not realize is that projecting a past trend through usual methods employed in time series analysis assumes that the factors causing the change in the secular trend
will continue to have the same influence in the future as in the past - an assumption which Dr. Trinidad refuses to accept.
4. The need for obtaining an overall and sectoral view of the economy

In setting up industrial priorities, the objective is to determine what industries to develop and support to bring about an accelerated rate of economic progress and thereby generate maximum economic and social welfare for the people. Inputoutput techniques, through which the determinants of growth of the various sectors of the economy are ascertained more directly than any other method, provide a powerful tool in analyzing and assessing development alternative to serve as basis for designing a blueprint of short-term and long-term development. Input-Output analysis emphasizes the manner in which technological production behaviours of various industries affect those of other industries and thus provides a deeper insight into the industrial structure of the economy.

In seting up industrial projects it is important to ascertain the effects of the increased production generated in an industry or sector on other industries and sectors of the economy. Dr. Trinidad proposed the application of the so-called national economic profitably criterion, also called social rate of return, as basis for setting up industrial priorities for profits in the Philippines.

It might interest Dr. Trinidad to know that such approach had been adopted by the NEC in passing on industrial projects submitted for inclusion in past NEC four-year development plans, even as early as 1956 . We, at the NEC used to call such priority ratings of industries as the IPR (Industrial Priority Rating) instead of the term the social rate of returns used by Dr. Trinidad in his paper. As I have indicated earlier in this discussion of Dr. Trinidad's paper, we have found such approach inadequate because the interindustry relations among projects considered for implementations are ignored.
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# THE OBSERVATIONS OF GUNNAR MYRDAL ON THE GROSS NATIONAL PRODUCT AS A MEASURE OF ECONOMIC DEVELOPMENT AND THE INADEQUACY OF STATISTICS IN ASIAN COUNTRIES* 

## By

LEVY A. TRINIDAD**

## I Introduction

The observations of Mr. Gunnar Myrdal as amplified in the recent One-Asia Assembly, sponsored by the Press Foundation of Asia, and in his three-volume work "Asian Drama" can actually be divided to bear on two ( 2 subjects, namely:

1) On the Gross National Product:

That the output or income per head of a country and its rate of change can never give anything more than a rough indication of underdevelopment and the speed of development.
2) On Inadequate Statistics:

That statistics in South Asian Countries have to be scrutinized most severely before being used; at best, they are highly uncertain and not specific; that in the analysis of the development problems of these countries, unreliable figures are often used which greatly impair the value of the conclusions made.

[^14]
## II. Rationale Behind Myrdal's Observations

A. On the Gross National Product:

1) Both development and underdevelopment are composite concepts and they can not be defined mainly in terms of single aggregrates or averages.
2) The fundamental assumption of identity between production and income within a geographic area does not hold in South Asian economies. While the discrepancy between "net domestic product" and "net national income" is relatively small for the industrialized countries, the same is not true in developing economies which are are most alien-dominated, with substantial remission of interest, profits, salaries and other factor payments to non-residents. Thus a serious descrepancy exists between "net domestic product" and the income actually received by local residents, and as long as the major areas of their economies remain under foreign domination, the income received by the indigenous residents would be less than the value of the "net domestic product".
3) There is a high degree of difficulty in giving value to output since some segments of the developing economies are non-monetized and without much of a link with any markets. Non-marketed or bartered output are valued under different and divergent ways, and therefore cannot be expected to reflect their true values. Thus, there is a serious doubt about the aggregation of these estimates into a single figure to represent "output". This aggregate value has more meaning in developing economies where most goods and services are sold in competitive markets.
4) The inaccuracy or inadequacy of the Gross National Product estimates can also be traced to the extreme frailty of available statistical materials.

In Appendix 2, section 7, pp. 1968-1870, Vol. III of Asian Drama, Myrdal further made two (2) observations
on the rate of growth of the National product or income per head as an indicator of development:

First, the increase in national income per head can only serve as an indication of the movement of the entire social system within wide margines of uncertainty. The reasons are:
a. The basic interdependence of all conditions that makes it possible to conceive of them as constituting a social system;
d. The dominant importance of people's income in their levels of living;
c. Levels of living are important, at least in the longer run, even for attitudes, patterns of behavior and institutions;
d. Our knowledge that if the movement of the entire social system do not change or if it lags very much, this will show up by preventing productivity and incomes from rising substantially.
Second, "development" cannot be defined in terms of growth of national income per head, but has to be defined as the upward movement of the entire social system.
Mr. Myrdal also stated that the difficuity with the term, "development" is that we actually mean something broader such that it gives rise to contradictions between its accepted definition and the value implications the term carries. A change in national income per head can only be used as a rough and ready indicator of that more complex change in the whole social system than what we really want to record. It is a crude way of estimating development since the statistical basis in underdeveloped countries is inadequate. Income distribution, age and sex structure and leisure time are neglected for two reasons:

First, the desire of people for development actually includes the desire to improve many conditions which have independent, as well as instrumental values for them;

Second, the interdependence of all conditions is not such that secondary changes in response to an initial impulse from income are always reinforcing; and when they are, their size is not proportional in all sectors and for all groups and subgroups of conditions.
Mr. Myrdal also emphasized that the term "national income" or "product" is not in itself a concept for the following reasons:

1) That magnitudes like the national income per head are inadequate to account fully for our conception of development. It has, in principle, been allowed in at least one respect, namely, by general qualification of income distribution. But income distribution, the age and sex structure, leisure time and so on are neglected in the aggregation of income;
2) In a changing society, the weights attached to the heterogenous collection of goods and services that make up the "national income" depend on attitudes, behavior patterns and institutions, which in turn change as a result of development;
3) Not only do attitude, etc. change with development but the values attached to the system of tastes change as well due to the changes in other conditions in the system. Thus, although aggregate income is valued according to taste and/or valuation, any increase in taste or valuation will also change income; and to judge the performance of the system by standards that are partly its own creation is therefore circular.

## $\mathrm{B}-\mathrm{On}$ Inadequate Statistics

1) Development of adequate statistics in South Asian Countries should cover the full range of economic and social data and not merely those for direct use in current macroeconomic models.
2) That conceptual problems are largely caused by a Western orientation of the type of statistics collected and the
methodology applied. The use of the Western concept of unemployment in South Asian Countries, for example, is erroneous. While in Western countries, those unable to work are generally involuntarily idle, this concept is not applicable to South Asian countries.
3) Lack of evaluation skill on the part of indigenous economists and analysts, and the tendency on their part to accept published data without question act as a deterrent to statistical development in South Asian countries. This is due to a low literacy and a short supply of staff capable of acting as enumerators, coders, editors, etc.
4) That useful aggregative generalization cannot be based on sampling if the universe being sampled is too diverse.

## III. Comments on Mr. Myrdal's Observations

## A. On the Gross National Product

Economists are cognizant of the inherent limitations of the GNP as an index of economic development. But unlike Myrdal who is overwhelmingly pessimistic about the uses of estimates despite some conceptual and statistical problems involved in its measurements.

Simon Kuznets of the National Bureau of Economic Research, for example, has pioneered in the studies of national income wealth and the conceptual difficulties in their measurement. Although his views antedate the book Asian Drama, they can be taken as a reply to Myrdal.

Mr. Kuznet stated:
"Comparisons of economic growth are beset with difficulties. The most important arises out of the doxical structure of this intellectual operation. Comparison requires reduction to a common denominator. In the case of economic growth, unlike that of short-term changes, movements over time often involve structural shifts and qualitative transformation of society; and differences in space are tied in with radical difference in cultural and social heritage. In essence, therefore,
we are trying to compare the noncomparable. Yet we must, and we do so by imposing common yardsticks upon diverse societies. We thus act in the belief that either the basic purposes are the same for all these societies, or if not, that a yardstick clearly related to some recognized set of purposes, presumably one that makes economic growth important, will permit the recording of results of the process and supply information that can be used for a valid analysis of determining factors." ${ }^{1}$

The problem of assessing economic development is inherent in modern economic growth which implies major structural changes and modifications in social and institutional conditions under which the greatly in creased product per pita is attained. It does not mean that the changing componentof the structure cannot be reduced to a common denominator for the purpose of comparing the product of the economy of the United States with that of China, or tre product of an advanced country today with its output a century ago.

It has always been admitted by economists that any attempt to reduce national products of differing compositions and produced under diverse social conditions to a comparable aggregate can only be done by making certain assumption on scope (inclusion and exclusion), netness and grossness basis of valuation and the subdivision by industry of origin, factor and type of income, type of use, domestic and foreign origin, etc. It is important, however, to point out the major assumptions on the basis of which conceptual problem are usually resolved in actual measurement.

On the discrepancy between Net Domestic Product and Net National Income, it can be said that this has progressively narrowed in some South Asian countries. While this observation may hold true in the 1930's, the situation has changed during the post war era with the emergence of widespread

[^15]movements for independence. These movements brought about restrictions on repatriation of earnings to foreign countries. In some cases, nationalization edicts and taxation imposed on industries owned and dominated by foreigners have resulted in the displacements of aliens by native residents. The same is true with high government and corporate positions which were formerly dominated by alien colonizers. Al these transitions have minimized distortions in assuming domestic output to be identical with income. With regard to the comparison of aggregate figures over time, the problems can be solved by deflating for price changes. However, it is altogether a different issue if the price indexes used are inadequate.

It is also true that in actual application, the sets of concepts and weights employed are those developed in one or a few countries. The weights chosen are usually those of the more developed rather than the less developed economies. The reason is first, the greater availability of data in advanced countries. Second, economic growth can be better evaluated from the vantage point of both in time and in levels of economic growth actually attained. Here the end justifies the means since the less advanced economies aspire to the levels of the more advanced, not vice versa.

There is no question that the weights and concepts developed in advanced countries result in a bias that favors the advanced economies. This upward bias is due to non-marketed products which are proportionately greater in less developed countries. However, there are also offsetting factors which create an opposite bias. The use of weights of the advanced economics for valuation for instance, tends to give many raw materials and simpler goods in the underdeveloped countries higher values compared to the complex products of advanced countries. We cannot, therefore, conclude that the common basis of valuation of products produces a bias that favors uniformly the more advanced economies.

In conclusion, we can state that:
"The conceptual and other difficulties of measurement do not justify the refusal to measure and the substitution of a cavalier
treatment of uncontrolled impressions (even if embodied in apparently precise mathematical models) for the strenuous task of empirical corroboration and testing. Despite the limitations resulting from a basic problem regarding inadequate underlying data and from concepts that are outmoded because of a serious cultural lag, much can be learned by a determined scrutiny of the data provided that one looks at them with significant questions in mind and is sufficiently familiar with the characteristics of both the data and the underlying processes. Whatever mistakes one makes in the process and there will be many - can at least be corrected by others; cumulative improvement and learning are possible so long as the data are mobilized to serve as a basis of one set of generalizations and as a check on another".

The observations made by Mr. Myrdal regarding the inadequacy of statistics in South Asian countries seem to imply that the problems being met by them are beyond solution. One has to look back and confirm that the same problems had confronted the advanced countries of the West in the past. Fortunately, in the past 2 , or 3 decades, methods of collecting data either through complete eniumerations or sample surveys have undergone tremendous improvement and there is no reason why these refinements cannot be applied to South Asian countries although they have been developed in Western countries. The doubts of Mr. Myrdal may be due in part to the failure to make counter-checks to possess the credibility of data used in the Asian Drama. The work did not state whether collecting agencies were consulted with regard to the background of the aggregate data collected for it is possible that the cause of the biases might have been unearthed.

To cite a specific example, response errors might have been the reasons why the figures on unemployment in South Asian countries appear to be inconsistent. Another reason could be difference in definition and coverage.

[^16]One important point which Mr. Myrdal failed to mention is the usefulness and importance of sample surveys undertaken periodically in between census periods. The Philippines, through the PSSH, for example, has been continuously conducting post enumeration sample surveys to look into the statistical make-up of family income and consumption.

On the Western orientation of Asian economists and statisticians, the reason again can be traced to convenience. There is nothing wrong with adopting method proven to have been effective in the more advanced countries, although Asian statisticians may be capable of the same fault as the Asian Drama in that they failed to question the background of published statistics by not going to the compiling agencies concerned.

The use of statistical sampling is the best answer for the shortage of experienced enumerators, coders, editors, etc. They need not have big sampling ratios considering the scarce resources in the developing countries. But certainly, the more advanced and sophisticated techniques of analyzing sample data should be adopted by Asian economists and statisticians. We have also to correct the impression created by the Asian Drama that generalization cannot be derived from samples, if the universe is heterogeneous. It may be true that larger samples, or multi-sampling, have to be resorted to but it certainly does not mean that useful estimates regarding diverse universe cannot be derived within certain limits.

We can only agree with Mr. Myrdal with regard to his observations on the low supply of experienced personnel and the lack of familiarity with statistics. As Mr. Mahalanobis stated, ${ }^{3}$ "the collection and scrutiny of primary data are considered dirty work (in Asian countries) and should not be done with one's own hands. Consequently, it should not be the subject of training nor one should acquire skill in doing it."

## B. On Inadequate Statistics

Mr. Harry Oshima in his paper, "Asian Studies in Income and Wealth" has also argued that due to the inadequacies of

[^17]the basic data and to the lack of orientation for purposes of developmental analysis, the present accounts of Asian countries are of limited value to the analytical needs of underdeveloped economies. ${ }^{4}$

In most Asian countries, estimates of income are based on labor force statistics from decennial censuses. For the nonfarm sectors, this has been claimed as the best approach to estimating the total national income or the Gross National Product. However, as the years get further away from the census year, the labor force data become increasingly obsolete and accordingly, the reliability of the deflated series of total national income becomes questionable, more so because the price series used for deflation are usually limited to a few large urban areas.

In income, ratios used to multiply employment in small productive units are based on scattered and unsystematic surveys conducted in a limited number of areas. It is, therefore, expected that not much confidence can be placed on the money and the real values of income which they are supposed to measure. Since small units make up 80 per cent of the nonfarm output in South Asian countries, these defects in the data covering employment, output, income and price statistics are very serious.

Regarding the national accounting of expenditure, estimates of private capital formation in most Asian Countries "may serve as an indication of the order of magnitude"." In some cases, they are even misleading as an indication of the order of magnitude. There is no adequate coverage of fixed capital formation on the farms, in the small industries and businesses. There is also no fixed coverage of inventory changes. Comprehensive data for the direct estimation of private consumption are lacking, and therefore, are only ob-

[^18]tained as a residual by deducting government expenditures, net foreign investment and capital formation from Gross National Product which, in turn, is derived from income. Consequently, personal savings which is the difference between personal income and private consumption, cannot be taken seriously. Similarly, the major components of private consumption, food expenditures, clothing, etc., may not be reliable enough for purposes of computation of income elasticities. The basic difficulties lie in the lack of sufficient raw data.

In the most advanced countries, statistics are collected by public and private offices, in addition to censuses and regular surveys. In the developing countries of South Asia, it is difficult to obtain data from administrative and corporate sources. For instance, for some reasons, a large number of small firms do not bother to comply with the provision of the Social Security Law or the National Internal Revenue Code. Thus the data collected or kept by the government for tax purposes or by business firms for trade purposes are likely to be deficient for statistical purposes. Since the costs of undertaking censuses are high, most of the data needed for nation accounting purposes cannot be collected on a regular basis except during the decennial census. Of course, the alternative is to conduct sampling surveys and incur errors either through lack of response or through defective design.

In most South Asian countries, including the Philippines, probability sampling on households is being undertaken regularly and on the whole, the results seem to be very encouraging. Labor force statistics, agricultural and production data, household income and expenditure are regularly collected by sampling surveys. In the case of the Philippines through the joint efforts of the U.S. Agency for International Development and the National Economic Council of the Philippines, a comprehensive statistical program has been launched. The PSSH has regularly conducted sampling surveys of households and errors due to sampling have been reduced to levels low enough to make them adequate for analytical purposes. The main problem behind the surveys may still be traced to
inadequate responses and in the case of response errors, they are likely to be due to the insufficient knowledge of respondents regarding the information sought or the lack of desire to give information which they consider personal and confidential. It is also difficult for respondents to remember the various sources and amounts of income received during the past months and the various components of their household expenditures for them to give fairly accurate answers. Since probability sampling surveys are the most economical media for getting data where productive activities are carried out by innumerable small units, the problem that should be solved by statisticians in Asian countries should bear on response errors and the means of reducing them.

## CONCLUDING OBSERVATIONS

The criticisms of Mydral as expressed in the Asian Drama provide a new perspective to the existing gaps in the statistical systems of developing countries. This view point from an outsider of the Asian economic scene, although susceptible to valid rebuttal in some aspects, deserves more than passing considerations. It affords a greater stimulus to national introspection, to reexamine possibly and often frequently existing deficiencies which many Asians, not excluding Filipinos, in their anxious endeavors for progress, might fail to notice.

# MEASUREMENT OF DIGITAL PREFERENCE IN MALAYAN AGE STATISTICS 

By<br>SAW SWEE-HOCK*

Among the many inaccuracies present in population census statistics, perhaps the most important one is that pertaining to mis-statement in ages which may be attributed to several factors such as ignorance of ages, negligence in computing the exact age, misunderstanding of the age question and deliberate misrepresentation. This paper is confined to an analysis of the type of mis-statement that leads to preferences for terminal digits. Unlike previous occasions when the age statistics, except for children under five years old, were published in quinary age groups only, the 1957 census age returns have been presented in single years of age, thus permitting a detailed study of the extent and nature of digital preference in the age statistics. ${ }^{1}$

A cursory inspection of the 1957 census tables depicting the population by single years of age is sufficient to reveal the marked preference for certain ages particularly those with terminal digits 0 and 5. For a more precise assessment of the errors as well as a comparison of these errors among the different sex-race components of the population, it is necessary to resort to some form of an index to measure the age inaccuracies. One such form is the measure known as Whipple's Index ${ }^{3}$ which

[^19]can be used to gauge the extent of heaping at the most preferred terminal digits 0 and 5 within the convenient age range of 23 to 62 .

## TABLE I <br> MEASUREMENT OF DIGITAL PREFERENCE BY WHIPPLE'S INDEX IN 1957 MALAYAN CENSUS BY SEX AND RACE

| Race | Whipple's Index | U.N. Grading |
| :---: | :---: | :---: |
| All Races: Male | 137.3 | Rough |
| Female | 150.4 | Rough |
| Malays: Male | 163.6 | Rough |
| Female | 185.3 | Very Rough |
| Chinese: Male | 106.6 | Fairly Accurate |
| Indians: Female | 104.8 | Highly Accurate |
| Indians: Male | 132.7 141.7 | Rough ${ }_{\text {Rough }}$ |

The results of the calculations are set out in Table 1. The figures show that the degree of heaping is by far the most severe among the Malays, slightly less severe among the Indians, and very much less serious among the Chinese. According to the United Nations grading the age accuracy of the Malays may be classified as rough for the males and very rough for the females and that of the Chinese as fairly accurate for the males and highly accurate for the females. In the case of the Indians the age accuracy of both sexes may be considered as rough. ${ }^{3}$

For an inquiry into the extent of preference or dislike for each and every one of the ten terminal digits, it is essential to employ a more thorough measure such as Myers' Index. ${ }^{4}$

[^20]The results of the computations made over the age range 13-92 are presented in Table 2 in terms of the percentage deviation from 10 per cent, with the positive sign denoting preference and the negative sign dislike. Myer's Index is the sum of the deviation from 10 per cent, ignoring the signs, and may be taken as an overall measure of the general accuracy of age statement over the chosen age range. As the computed value of Myer's Index tends to 0 , the greater is the accuracy of the age statement.

An examination of the results will bring out the somewhat marked similarity in the pattern of age mis-statement for both the Malays and the Indians. There does not seem to be any clear preference for even numbers to odd numbers, but it is apparent that 0,5 and 8 are preferred and the other seven terminal digits are disliked. The order of preference for the three favoured digits are the same, but there is the difference that whereas preference for 0 and 5 is on similar intensity in the case of the Indians, 0 is preferred inuch more than 5 by the Malays. The order of dislike for the other seven digits are not similar except that the most disliked digit happens to be 1 in both cases. Another resemblance is that by comparison with the females, the males tend to exhibit a less pronounced preference or dislike as the case may be. However, it is to be noted that, for males as well as females, the age reporting among the Malays is not as faithful as that of the Indians.

The results of the Chinese should be regarded with some reservations since the magnitude of the errors (as calculated) is so small that it may be deduced that Myer's Index is not sensitive enough to measure it. ${ }^{5}$ In fact, it is doubtful whether the calculated values prove anything except that either the Chinese have no digital preference error or, if they do have an error, it is very small indeed and what digits are preferred cannot be deduced. However, the results seem to be in agreement with the findings of Whipple's Index in that the normal

[^21]TABLE 2
MEASUREMENT OF DIGITAL PREFERENCE BY MYERS' INDEX
IN 1957 MALAYAN CENSUS BY SEX AND RACE

| $\begin{gathered} \text { Terminal } \\ \text { Digit } \end{gathered}$ | All Races |  | Malays |  | Chinese |  | Indians |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Male | Female | Male | Female | Male | Female | Male | Female |
|  | Deviation from 10 per cent |  |  |  |  |  |  |  |
| 3 | $-0.86$ | $-1.32$ | - 1.19 | $-1.89$ | $-0.60$ | $-0.52$ | $-0.43$ | $-0.38$ |
| 4 | $-1.18$ | $-1.38$ | $-2.10$ | $-2.38$ | $-0.25$ | $-0.27$ | $-0.37$ | $-0.46$ |
| 5 | $+2.22$ | $+2.95$ | +3.81 | $+5.11$ | $+0.16$ | $+0.01$ | $+2.86$ | $+2.94$ |
| 6 | $-1.10$ | $-1.53$ | $-2.36$ | $-2.93$ | $+0.41$ | $+0.37$ | $-0.75$ | $-1.43$ |
| 7 | $-0.50$ | $-1.15$ | $-1.33$ | $-2.38$ | $+0.49$ | $+0.46$ | $-0.16$ | $-0.90$ |
| 8 | $+0.80$ | $+1.20$ | $+1.37$ | $+1.73$ | $+0.27$ | $+0.46$ | $+0.67$ | $+1.33$ |
| 9 | $-0.83$ | $-0.91$ | $-1.24$ | $-1.34$ | $-0.38$ | $-0.21$ | $-1.27$ | $-1.14$ |
| 0 | $+4.54$ | $+6.09$ | $+7.95$ | $+10.39$ | + 0.87 | $+0.78$ | $+2.91$ | $+3.82$ |
| 1 | $-2.09$ | $-2.66$ | $-3.24$ | $-4.11$ | $-0.58$ | $-0.66$ | $-2.64$ | $-2.85$ |
| 2 | $-101$ | $-1.40$ | $-1.66$ | $-2.21$ | $-0.40$ | $-0.42$ | $-0.82$ | -0.95 |
|  | 15.11 | 20.49 | 26.25 | 34.47 | 4.40 | 4.16 | 12.88 | 16.20 |

feature of a much more pronounced age mis-statement among the females than males does not appear to prevail in the Chinese population.

The age statements of the Chinese are far less erroneous than those of the other two races, and are even superior to those of many Western countries, it would be misleading to reach for an answer in terms of the commonly known factors ascribed to age mis-statement; nor would it be quite true to say that "the Chinese have a fairly accurate knowledge of their ages". ${ }^{\text {a }}$. The excellent quality of the Chinese age statistics is primarily the outcome of employing the animal-year method of collecting the Chinese age returns. Though the new method was designed to eliminate systematic over-statement of ages resulting from the peculiar Chinese way of counting ages, it also helped to reduce the frequency of digital preference when the supplementary information on the animal-year of birth was employed to calculate the Chinese ages at last birtday according to the Western method of reckoning. ${ }^{7}$

[^22]
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## ON THE DUAL OF SOME BALANCED INCOMPLETE, DESIGNS

By
HARDEO SAHAI* University of Kentucky
§ Introduction: Bose and Nair (1939) in their original paper on Partially Balanced Incomplete Block Design (PBIBD) discussed a variety of different methods of constructing PBIB designs. They also introduced the principle of duality between blocks and varieties and obtained some PBIB designs by inverting some balanced incomplete block designs (BIBD) of Yates with $b+v$.

Shrikhande (1952) has proved that the duals of the BIB designs with
(i) v, b. r, k, $\lambda=1$
(ii) $\mathrm{v}, \mathrm{b} . \mathrm{r}=\mathrm{k}+2, \lambda=2$
are PBIB designs. He also gave some easy methods for writing down the designs thus obtained by using the technique of "method of differences" as developed by Bose (1939). This is an expository paper on the application of the dual of balanced incomplete designs in constructing some PBIB designs.
§ 1. Definition of Balanced Incomplete Block Design (BIBD) :

An arrangement of $v$ varieties in $b$ blocks of $k$ units each ( $k \quad v$ ) is known as BIBD if every variety occurs once and only once in $r$ blocks and two varieties occur together in blocks.

[^23]
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[^24]associates with which we start. This number is denoted by $p_{j k}^{1}$ clearly $\mathrm{p}_{\mathrm{jh}}^{1}=\mathrm{p}_{\mathrm{kj}}^{1}$

In the particular case when $m=1$, we get BIBD.
The numbers $\mathrm{v}, \mathrm{b}, \mathrm{r}, \mathrm{k}, \lambda_{1} \ldots, \lambda_{\mathrm{m}} ; \mathrm{n}_{1}, \mathrm{n}_{2}, \ldots, \mathrm{n}_{\mathrm{m}}$ may be called the parameters of the first kind, and the numbers $p_{j k}^{i}$ ( $i, j, k=1,2, \ldots m$ ) the parameters of the second kind. Thus there are $2 \mathrm{~m}+4$ parameters of the first kind, and $\frac{m^{2}(m+1)}{2}$ parameters of the second kind. (Since $p^{i}{ }_{j k}=p^{1}{ }_{k j}$ )

The following relationships amongst the parameters can be established

$$
\begin{align*}
& \mathrm{bk}=\mathrm{vr}  \tag{2.1}\\
& \mathrm{v}-1=\mathrm{n}_{1}+\mathrm{n}_{2}+\ldots+\mathrm{n}_{\mathrm{m}}  \tag{2.2}\\
& \mathrm{r}(\mathrm{k}-1)=\mathrm{n}_{1} \quad 1+\ldots+\mathrm{n}_{\mathrm{m}}  \tag{2.3}\\
& 1 / 2 \mathrm{v}\left(\mathrm{n}_{1}+\ldots+\mathrm{n}_{\mathrm{m}}\right)=\mathrm{v}(\mathrm{v}-1)  \tag{2.4}\\
& \sum_{\mathrm{k}=1}^{m} \mathrm{p}_{j \mathrm{k}}^{1}=\mathrm{n}_{\mathrm{j}-\mathrm{l}} \text { or } \quad \mathrm{n}_{\mathrm{j}} \text { according as } \mathrm{i}=\mathrm{j} \text { or } \mathrm{i} \neq \mathrm{j}  \tag{2.5}\\
& \mathrm{n}_{1} \mathrm{p}_{\mathrm{jk}}^{1}=\mathrm{n}_{\mathrm{j}} \mathrm{p}_{\mathrm{ik}}^{j} \tag{2.6}
\end{align*}
$$

Given the parameters of the first kind there are only $m\left(m^{3}-\right.$ 1) $/ 6$ parameters of the second kind. When $m=1$ i.e. when our design is BIBD, there are no independent parameters of the second kind.
3. Definition of the Dual of a BIBD:

Consider a BIBD with parameters $\mathrm{v}, \mathrm{b}, \mathrm{r}, \mathrm{k}$ and $\lambda$. Let the varieties and blocks of the design be denoted by $T_{1}, \ldots, T_{8}$ and $B_{1}, B_{2}, \ldots, B_{b}$. Let the block $B_{1}$ contain the treatments $\mathrm{T}_{11}, \mathrm{~T}_{12}, \ldots, \mathrm{~T}_{1 \mathrm{k}}$. Then a new design not necessarily balanced, can be obtained from this design by letting the varieties and blocks of the original design become the blocks and varieties respectively of the new design in which the variety number $i$ occurs in blocks numbered $B_{11}, B_{12}, \ldots, B_{i k}(i=1,2, \ldots, b)$.

Hence for the new design $\mathrm{v}=\mathrm{b}, \mathrm{b}=\mathrm{v}, \mathbf{r}=\mathbf{k}, \mathbf{k}=\mathbf{r}$. This design is called the dual of the original design.

For illustration consider the design with parameters $\mathbf{v}=$ $6, \mathrm{~b}=10, \mathrm{r}=5, \mathrm{k}=3, \lambda=2$.

It is given by the following 10 blocks.

$$
\begin{array}{lll}
(1, & 2, & 3) \\
(2, & 3, & 4) \\
(3, & 4, & 5) \\
(4, & 5, & 1) \\
(5, & 1, & 2) \\
(1, & 3, & 6) \\
(2, & 4, & 6) \\
(3, & 5, & 6) \\
(4, & 1, & 6) \\
(5, & 2, & 6)
\end{array}
$$

The design dual to this given by the following 6 blocks.

$$
\left.\left.\begin{array}{rrrrr}
(1, & 4, & 5, & 6, & 9
\end{array}\right)+\begin{array}{rrr}
(1, & 2, & 5, \\
(1, & 2, & 3, \\
(2, & 10
\end{array}\right)
$$

The first block of the dual design contains varieties $1,4,5$, 6 and 9 since the variety number 1 in the original design occured in blocks numbered 1, 4, 5, 6 and 9. The other blocks of the dual design are similarly obtained and in particular the last block of the dual design corresponds to variety numbered 6 which occurred in blocks numbered 6, 7, 8,9 and 10.

The designs with $\mathrm{b}=\mathrm{v}$ are self dual so that we will not get new design from them. There are many cases where no dual design of any sort exists.

Now we will discuss the above example in terms of the incidence matrix of the design.

Let $n_{1}$, denote the number of times the ith variety occurs in the $j$ th block. ( $i=1, \ldots v, j=1,2, \ldots, b)$ Then

$$
N=\left(n_{i j}\right)
$$

will be called the incidence matrix of the design.
Given the incidence matrix of the design it is easy to write down the layout of the design. In any block only those varieties occur corresponding to which there is unity in the incidence matrix.

In the present example, the incidence matrix of the design is

$$
\mathrm{N}=\left[\begin{array}{llllllllll}
1 & 0 & 0 & 1 & 1 & 1 & 0 & 0 & 1 & 0 \\
1 & 1 & 0 & 0 & 1 & 0 & 1 & 0 & 0 & 1 \\
1 & 1 & 1 & 0 & 0 & 1 & 0 & 1 & 0 & 0 \\
0 & 1 & 1 & 1 & 0 & 0 & 1 & 0 & 1 & 0 \\
0 & 0 & 1 & 1 & 1 & 0 & 0 & 1 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 & 1 & 1 & 1 & 1 & 1
\end{array}\right]
$$

It is obvious that the incidence matrix of the dual design is the transpose of the incidence matrix of the original design.

Thus the incidence matrix of the dual design is

$$
\left[\begin{array}{llllll}
1 & 1 & 1 & 0 & 0 & 0 \\
0 & 1 & 1 & 1 & 0 & 0 \\
0 & 0 & 1 & 1 & 1 & 0 \\
1 & 0 & 0 & 1 & 1 & 0 \\
1 & 1 & 0 & 0 & 1 & 0 \\
1 & 1 & 0 & 0 & 1 & 0 \\
1 & 0 & 1 & 0 & 0 & 1 \\
0 & 1 & 0 & 1 & 0 & 1 \\
0 & 0 & 1 & 0 & 1 & 1 \\
1 & 0 & 0 & 1 & 0 & 1 \\
0 & 1 & 0 & 0 & 1 & 1
\end{array}\right]
$$

4. Some More Definitions:
4.1. Symmetrical Designs: The design with $\mathrm{b}=\mathrm{v}, \mathrm{r}=$ $\mathbf{k}$ is called symmetrical design.
4.2. Complementary Design: The design obtained by taking in any block the varieties which do not occur in that block, is called complementary design. The parameters of the complementary design are

$$
\mathrm{v}^{*}=\mathrm{v}, \mathrm{~b}^{*}=\mathrm{b}, \mathrm{r}=\mathrm{b}-\mathrm{r}, \mathrm{k}^{*}=\mathrm{v}-\mathrm{k} \text { and } \lambda^{*}=\mathrm{b}-2 \mathrm{r}+\lambda
$$

If $N$ is the incidence matrix of the original design then E-N is the incidence matrix of the complementary design where E is a $\mathrm{v} \times \mathrm{b}$ matrix with all its elements equal to unity.
4.3. Derived Design: In a Symmetrical BIBD (SBIBD) by omitting a block and retaining in the remaining blocks only the varieties contained in the omitted block, we obtain a new design which is a BIBD with parameters

$$
\mathrm{v}^{*}=\mathrm{k}, \mathrm{~b}^{*}=\mathrm{b}-1, \mathrm{r}^{*}=\mathrm{r}-\mathrm{l}, \mathrm{k}^{*}=\lambda \text { and } \lambda^{*}=\lambda-1
$$

This new design is called the derived design.
4.4. Residual Design: In a symmetrical BIBD by omitting a block and all the varieties contained in this block from remaining blocks, we obtain a new design which will be a BIBD with parameters

$$
\mathrm{v}^{*}=\mathrm{v}-\mathrm{k}, \mathrm{~b}^{*}=\mathrm{b}-1, \mathrm{r}^{*}=\mathrm{r}, \mathrm{k}^{*}=\mathrm{k}-\lambda \text { and } \lambda^{*}=\lambda-1 .
$$

The new design is called the residual design.

## 5. Dual of a BIBD with $\lambda=1$

Theorem 5.1. The dual of a BIBD with parameters $v=$ $(c d-c+1), b=(c d-c+1) c / d, r=c, k=d$ and $\lambda=1$ is a PBIBD with parameters

$$
\begin{align*}
& \mathrm{v}=(\mathrm{cd}-\mathrm{c}+1) \mathrm{c} / \mathrm{d}, \mathrm{~b}=(\mathrm{cd}-\mathrm{c}+1), \mathrm{r}=\mathrm{d}, \mathrm{k}=\mathrm{c}  \tag{5.1}\\
& \mathrm{n}_{1}=\mathrm{d}(\mathrm{c}-1), \mathrm{n}_{2}=(\mathrm{c}-\mathrm{d})(\mathrm{d}-1)(\mathrm{c}-1) / \mathrm{d}, \lambda_{1}=1, \lambda_{2}=0
\end{align*}
$$

and
$\left\lceil\begin{array}{ll}\mathbf{p}_{j k}^{1} \\ I\end{array}=\left[\begin{array}{ll}(c-2)+(d-1)^{2} & (d-1)(c-d \\ (d-1)(c-d) & \frac{(d-1)(c-d)(c-d-1)}{d}\end{array}\right]\right.$

$$
\left[\begin{array}{c}
p_{j k}^{(2)}
\end{array}\right]=\left[\begin{array}{ll}
d^{2} & d(c-d-1) \\
d(c-d-1) & (c-d)^{2}+2(d-1)-\frac{c(c-1)}{d}
\end{array}\right]
$$

Lemma 5.1. In a BIBD with parameters $\mathbf{v}, \mathrm{b}, \mathrm{r}, \mathrm{k}, \lambda$, if we take any initial block then remaining blocks fall into groups of $\phi(n)$ blocks having $n$ varieties common with the initial block ( $\mathrm{n}=0,1,2, \ldots, k$ ), and the following relations hold.

$$
\begin{align*}
& \sum_{n=0}^{k} \phi(n)=b-1  \tag{i}\\
& \sum_{n=0}^{k} n \phi(n)=k(r-1)  \tag{ii}\\
& \sum_{n=0}^{k} n(n-1) \phi(n)=k(k-1)(\lambda-1) \tag{iii}
\end{align*}
$$

Proof: Since with respect to any initial block the remaining $b-1$ fall into groups of $\phi(0), \phi(1), \ldots, \phi(k)$ we have $\phi(0)+\phi(1)+\ldots,+\phi(k)=b-1$

Now consider any particular block $\theta$. It contains $k$ varieties. Each of these varieties occurs in $r-1$ other blocks. Hence any particular block is a member of $k(r-1)$ pairs. But $\phi(n)$ blocks (which have $n$ varieties in common with the initial block), each yield n pairs. Hence we have

$$
o \phi(o)+1 \phi(1)+\ldots+k \phi(k)=k(r-1)
$$

For proof of relation (iii) see Hussain (1948).
Proof of Theorem 5.1: Let A be any block of the design (5.1). Since $\lambda=1$, no other block of the design can have more than one variety in common with $A$.

Let $\mathrm{m}_{0}$ be the number of blocks $\mathrm{A}_{\circ}$ each of which has no variety in common with $A$ and $m_{1}$ the number of blocks $A_{1}$ each having one treatment in common with it. Then using the results of Lemma 5.1 we have

$$
m_{a}+m_{1}=(c d-c+1) \frac{c}{d}-1
$$

and $m_{1}=d(c-1)$
Hence $\mathrm{m}_{\mathrm{o}}=(\mathrm{c}-\mathrm{d})(\mathrm{c}-1)(\mathrm{d}-1) / \mathrm{d}$
In the dual design, with respect to any given variety, the other varieties can be divided into two sets of size $n_{1}$ and $n_{2}$ respectively where $n_{1}=d(c-1)$ and $n_{2}=(c-d)(c-1)(d-) / d$ such that the varieties of the first set occur $\lambda_{1}(=1)$ times and those of the second set occur $\lambda_{2}(=0)$ times with the given variety.

Let a non-initial variety (i.e. not occuring in A) occur $y_{0}$ times in $\mathrm{A}_{0}$ and $\mathrm{y}_{1}$ times in $\mathrm{A}_{1}$.

Then $y_{0}+y_{i}=c$
and remembering that it must occur once with every initial variety (since $\lambda_{1}=1$ ), we get

$$
\text { o. } y_{0}+1 . y_{1}=d \text { i.e. } y_{1}=d
$$

Hence $\mathrm{y}_{0}=\mathrm{c}-\mathrm{d}$
Let $B$ be a block of $A_{0}$. Let there be $z_{0}$ blocks $B_{0}$ and $z_{1}$ blocks $B_{1}$ in $A_{0}$. Then

$$
z_{0}+z_{1}=m_{0}-1=(c-d)(c-1)(d-1) / d-1
$$

Since $B$ has no variety in common with $A$, it has $d$ noninitial varieties. In the remaining $m_{0}-1$ blocks of $A_{0}$ these d non-initial varieties occur $\mathrm{y}_{0}-1=\mathrm{c}-\mathrm{d}-1$ times and the $c-d-1$ blocks of $A_{0}$ containing a given treatment of $B$ must be different from the $\mathrm{c}-\mathrm{d}-1$ blocks corresponding to any other treatment of $B$, we must have

$$
z_{1}=d(c-d-1)
$$

Hence $z_{0}=(c-d)^{2}+2(d-1)-c(c-1) / d$
Let $C$ be a block of $A_{1}$. Let there be $u_{0}$ blocks $C_{0}$ and $u_{1}$ blocks in $\mathrm{A}_{\mathrm{n}}$. Then

$$
u_{0}+u_{1}=m_{0}=(c-d)(c-1)(d-1) / d
$$

Again the block $C$ consists of 1 initial variety and $c-1$ noninitial varieties with reference to the standard $A$. In the set of $m_{0}$ blocks of $A_{0}$ this initial variety occurs zero times and the $\mathrm{c}-1$ non-initial varieties occur $\mathrm{c}-\mathrm{d}$ times so that

$$
\begin{aligned}
& \text { o. } u_{0}+1 . u_{1}=o .1+(c-d)(c-1) \\
& \text { i.e. } u_{1}=(c-1)(c-d) \\
& \text { Hence } u_{0}=(c-d)(d-1)(c-d-1) / d
\end{aligned}
$$

For the dual design the blocks A and B become 2-associates and the number of varieties which are 1 -associates of the variety corresponding to A and simultaneously 2 -associates of the variety corresponding to $B$ is the number of blocks $B_{1}$ each of which has no variety in common with A and simultaneously one variety in common with B. Thus $p_{12}^{2}=z_{1}=d(c-d-1)$ $=\mathrm{p}_{21}^{2}$. Similarly the number of varieties which are simultaneously 2 -associates of these two varieties of the dual design is obviously the number $z_{0}$ of blocks $B_{0}$ each of which has no treatment in common with both A and B. Thus

$$
\mathrm{p}_{22}^{2}=(\mathrm{c}-\mathrm{d})^{2}+2(\mathrm{~d}-1)-\mathrm{c}(\mathrm{c}-1) / \mathrm{d}
$$

Further the blocks A and C become 1-associates and we easily see that

$$
\begin{aligned}
& \mathrm{p}_{12}^{1}=\mathrm{u}_{1}=(\mathrm{c}-1)(\mathrm{c}-\mathrm{d})=\mathrm{p}_{21}^{1} \\
& \mathrm{p}_{22}^{1}=\mathrm{u}_{0}=(\mathrm{c}-\mathrm{d})(\mathrm{d}-1)(\mathrm{c}-\mathrm{d}-1) / \mathrm{d} \\
& \mathrm{p}_{11}^{1}=(\mathrm{c}-2)+(\mathrm{d}-1)^{2}
\end{aligned}
$$

Thus the dual design is a PBIBD with just two types of associates.

Corollary 5.1. The dual of a BIBD with parameters

$$
\mathrm{v}=\mathrm{n}, \mathrm{~b}=\frac{\mathrm{n}(\mathrm{n}-1)}{2}, \mathrm{r}=\mathrm{n}-1, \mathrm{k}=2, \lambda=1
$$

is a PBIBD with parameters.

$$
\begin{gathered}
v=n \frac{(n-1)}{2}, b=n, k=n-1, r=2, \lambda_{1}=1, \lambda_{2}=0 \\
n_{1}=2(n-2), n_{2}=\frac{(n-2)(n-3)}{2} \\
\left.I p_{i j}^{1}\right]=\left[\begin{array}{ll}
n-2 & \frac{n-3}{(n-3)(n-4)} \\
\hline
\end{array}\right] \\
{\left[\begin{array}{ll}
4 & p_{i j}^{2}
\end{array}\right]}
\end{gathered}
$$

Proof: Put $\mathrm{c}=\mathrm{n}-1, \mathrm{~d}=2$ in Theorem 5.1 and result follows immediately.

Corollary 5.2. By omitting all the blocks containing any particular variety from the SBIBD with parameters

$$
\mathrm{v}=\mathrm{b}=\mathrm{p}^{2}-\mathrm{p}+1, \mathrm{r}=\mathrm{k}=\mathrm{p}, \lambda=1
$$

we get a PBIBD with parameters

$$
\begin{aligned}
& \mathrm{v}=\mathrm{p}(\mathrm{p}-1), \mathrm{b}=(\mathrm{p}-1)^{2} \\
& \mathrm{r}=\mathrm{p}-1, \mathrm{k}=\mathrm{p}, \lambda_{1}=1, \lambda_{2}=0 \\
& \mathrm{n}_{1}=(\mathrm{p}-1)^{2}, \mathrm{n}_{2}=\mathrm{p}-2 \\
& {\left[\begin{array}{ll}
\mathbf{p}^{2} \\
j \mathrm{jk}
\end{array}\right]=\left[\begin{array}{ll}
(\mathrm{p}-1)(\mathrm{p}-2) & \mathrm{p}-2 \\
\mathrm{p}-2 & 0
\end{array}\right]} \\
& I \mathbf{p}_{\mathrm{jk}}^{\mathbf{1}} \bar{I}=\left[\begin{array}{ll}
(\mathrm{p}-1)^{2} & 0 \\
0 & \mathrm{p}-3
\end{array}\right]
\end{aligned}
$$

Proof: Consider the residual design of the given BIBD which will be a BIBD with parameters

$$
\mathrm{v}=(\mathrm{p}-1)^{2}, \mathrm{~b}=\mathrm{p}(\mathrm{p}-1), \mathrm{r}=\mathrm{p}, \mathrm{k}=\mathrm{p}-1 \text { and } \lambda=1
$$

The dual of the residual design can be obtained by omitting all the blocks containing any particular variety. (This variety corresponds to the block omitted in obtaining the residual design.) Putting $\mathrm{c}=\mathrm{p}$ and $\mathrm{d}=\mathrm{p}-1$ in theorem 5.1, the result follows.
6. The Method of Differences:

Most of the designs obtained by the above theorem can be easily constructed by the method of differences. The method of differences has been extensively discussed and used by Bose (1939). We shall give here the application of this method to construction of PBIBD obtained as a dual to the BIBD.

A set of elements is said to form a modul $M$, when there exists a law of composition viz. The addition denoted by + , satisfying the following axioms.
(i) To any two elements $a$ and $b$ of $M$, there exists $a$ unique element $s$ of $M$ defined by $a+b=s$
(ii) $a+b=b+a$
(iii) $a+(b+c)=(a+b)+c$
(iv) To any two elements $a$ and $b$ of $M$ there exists an element x belonging to M satisfying $\mathrm{a}+\mathrm{x}=\mathrm{b}$

On the basis of these axioms we can prove that the element $x$ in (iv) is unique. Also there exists a unique element $o$, with the property that $c$ being any element of $M, c+o=c$. If $\mathrm{c}+\mathrm{d}=\mathrm{o}$, we denote d by $-\mathrm{c} a+(-\mathrm{c})$ may be denoted by a - c. The element $x$ in (iv) is then equal to $b-a$, and may be said to be the difference of $b$ and $a$.

Consider a modul M containing exactly n elements. To each element $u^{(1)}$ of the modul let there correspond one variety which may be denoted by $u^{(1)}$ itself. Let a block contain $K$ elements say

$$
u^{(1)}, u^{(2)}, \ldots, u^{(k)}
$$

The $k(k-1)$ elements obtained as $u^{(1)}-u^{(1)}(i, j=1,2, \ldots k$;
$\vdots \neq \mathrm{j})$ are called differences arising from a block. For example let there be 19 varieties corresponding to the elements of the modul of residue classes (mod. 19). Then there arise 12 differences from the block ( $0,1,2,8$ ), viz o-1 $=18$, o - $2-17$, $0-8=11,1-0=1,1-2=18,1-8=12,2-0=2$, $2-1=1,2-8=13,8-0=8,8-1=7,8-2=6$.

Let $n_{1}$ denote the number of varieties in the $1^{\text {th }}$ block. Then if among the

$$
\left.n_{1}\left(n_{1}-1\right)+n_{2}\left(n_{2}-1\right)+\ldots+n_{t}^{\prime} n_{t}-1\right)
$$

block differences arising from the $t$ blocks, every element of $M$ is repeated times, we say that in the $t$ blocks the differences are symmetrically repeated, each occuring $\lambda$ times.

For example consider the modul of residue classes $(\bmod 9)$, and to every element of the modul let there correspond one variety. Then in the two blocks ( $0,1,2,4$ ) and ( $0,3,4,7$ ) the differences are symmetrically repeated. Since the first block gives rise to 12 differences $8,7,5,1,8,6,2,1,7,4,3,2$ and the second block gives rise to the 12 differences $6,5,2$, $3,8,5,4,1,6,7,4,3$; and among these 24 differences each of the elements $1,2,3,4,5,6,7,8$ occurs exactly thrice.

We now state a special case of fundamental theorem (Bose 1939) which gives a method of construction of BIBD given a set of initial difference sets.

Theorem 6.1. Let M be a modul containing the n elements

$$
u^{(0)}, u^{(1)}, \ldots ., u^{(\mathrm{n}-1)}
$$

To any element $u^{(1)}$ let there correspond one variety. Let it be possible to find a set of $t$ blocks $B_{1}, B_{2}, \ldots, B_{1}$ satisfying the following conditions:
(i) Every block contains exactly $k$ varieties. (The varieties contained in the same block being different from one another.)
(ii) The differences arising from the $t$ blocks are symmetrically repeated, each occuring $\lambda$ times.

If $\theta$ be any element of $M$, then from each block $B_{1}(1=1$, $2, \ldots, t$ ), we can form another block $\mathrm{B}_{1, \theta}$ by taking correspond-
ing to every variety $u^{(t)}$ in $B_{1}$, the variety $u^{(s)}$ in $B_{1}$, where

$$
\mathbf{u}^{(j)}=\mathbf{u}^{(1)}+\theta
$$

then the n.t blocks $\mathrm{B}_{1, \theta}\left(1=1,2, \ldots, \mathrm{t} ; \theta=\mathrm{u}^{(0)}, \ldots, \mathrm{u}^{(\mathrm{n}-1)}\right)$ provide us with a balanced incomplete block design with parameters

$$
\mathrm{v}=\mathrm{n}, \mathrm{~b}=\mathrm{n} . \mathrm{t} ., \mathrm{r}=\mathrm{kt}, \mathrm{k}, \lambda
$$

Theorem 6.2. Let $\left(\left(a_{1,1}\right), \ldots, \quad\left(a_{1, k}\right)\right)$; $\left(\left(a_{2,1}\right), \ldots\right.$, $\left.\left.\left(a_{2, k}\right)\right) ; \ldots,{ }^{\prime}\left(a_{t, 1}\right), \ldots,\left(a_{t, k}\right)\right)$, where each $\left(a_{1 s}\right)$ is one of the numbers $1,2, \ldots, v$, form a set of $t$ initial difference sets $(\bmod =v)$ for the BIBD with $v=v, b=t v, r=t k, k=k$, $\lambda=1$. Then the difference set

$$
\left(\left(a_{1,1}\right)_{1}, \ldots,\left(a_{1, k}\right)_{1} ; \ldots ;\left(a_{t, 1}\right)_{t}, \ldots,\left(a_{t, r}\right)_{t}\right) \text { developed }
$$

( $\bmod v$ ) keeping the lower suffixes fixed, gives the PBIBD dual to the above design.

Proof. The design obtained by developing the latter difference set will be dual to the BIBD given by the set of $m$ difference sets if any two blocks of the dual design have just one variety in common. It is obvious that this condition is satisfied in virtue of the original set giving rise to the BIBD.

As an illustration consider the design $\mathrm{v}=13, \mathrm{~b}=26$, $r=6, k=3, \lambda=1$. In the two inittial blocks $(1,3,9)$ and $(2,6,5)$ the differences are symmetrically repeated each occuring one time. Thus the above design can be obtained by cyclically developing the two difference sets ( $1,3,9$ ) and $(2,6,5) \bmod 13$. The set $(1,3,9)$ gives rise to 13 blocks by adding the numbers $0,1,2, \ldots, 12$ respectively and reducing any number which exceeds 13 by subtracting 13 from it. Thus the blocks obtained by adding 10 to the difference set $(1,3,9)$ gives $(11,13,19)$ which when reduced $\bmod 13$ is (11, 13, 6). Hence the blocks obtained from the set (1, 3, 9) are $(1,3,9),(2,4,10),(3,5,11),(4,6,12),(5,7,13)$, $(6,8,1),(7,9,2),(8,10,3),(9,11,4),(10,12,5),(11,13,6)$, ( $12,1,7$ ) and ( $13,2,8$ ).

Similarly the set (2,6,5) gives rise to another set of 13 blocks as follows: $(2,6,5),(3,7,6),(4,8,7),(5,9,8)$,
$(6,10,9)(7,11,10),(8,12,11),(9,13,12),(10,1,13)$, $(11,2,1)(12,3,2),(13,4,3),(1,5,4)$.
These 26 blocks are the blocks of the above balanced insomplete block design.

The dual design is given by the difference set ( $1_{1}, 3_{1}, 9_{1}$; $2_{2}, 6_{2}, 5_{2}$ ) which is to be developed cyclically mod 13 , keeping the lower suffixes fixed.

Thus the 13 blocks obtained from this set are:


We can identify the 26 different symbols occuring here with the 26 varieties of the dual design in the following manner.

Put $\mathrm{x}_{1}=\mathrm{x}$ and $\mathrm{x}_{2}=13+\mathrm{x}$ for $\mathrm{x}=1,2, \ldots, 13$. Thus the symbol $9_{1}$ stands for the variety numbered 9 whereas $9_{2}$ stands for variety numbers 22 . With this identification the above 13 sets give the 13 blocks of the dual design.

In general the problem of identification can be explained as follows.

If we have a difference set $\bmod p$ in which there are $q$ suffixes, we get in all pq different symbols after cyclic development. Put $\mathrm{x}_{y}=\mathrm{x}+(\mathrm{y}-1) \mathrm{p}, \mathrm{y}=1,2, \ldots$, q .

Thus we have varieties numbered $1,2, \ldots, p q$ corresponding to these different symbols.
7. The dual of BIBD with $r=p, k=p-2, \lambda=2$.

Theorem 7.1. The dual of a BIBD with parameters

$$
\mathrm{v}=\frac{(\mathrm{p}-1)(\mathrm{p}-2)}{2}, \mathrm{~b}=\frac{\mathrm{p}(\mathrm{p}-1)}{2}, \mathrm{r}=\mathrm{p}, \mathrm{k}=\mathrm{p}-2, \lambda=2
$$

is a PBIBD with parameters

$$
\begin{gathered}
\mathrm{v}=\frac{\mathrm{p}(\mathrm{p}-1)}{2}, \mathrm{~b}=\frac{(\mathrm{p}-1)(\mathrm{p}-2),}{2} \mathrm{r}=\mathrm{p}-2, \mathrm{k}=\mathrm{p} \\
\lambda_{\mathrm{i}}=1, \lambda_{2}=2, \mathrm{n}_{1}=2(\mathrm{p}-2), \mathrm{n}_{2}=\frac{(\mathrm{p}-2)(\mathrm{p}-3)}{2} \\
{\left[\begin{array}{ll}
\mathrm{p}-2 & \mathrm{p}-3 \\
\mathrm{p}-3 & \frac{(\mathrm{p}-3)(\mathrm{p}-4)}{2} \\
{\left[\begin{array}{ll}
(1)
\end{array}\right]} \\
2(\mathrm{p}-4) & \frac{(\mathrm{p}-4)(\mathrm{p}-5)}{2}
\end{array}\right]}
\end{gathered}
$$

Proof: Let A be an initial block of the design. Since
$=2$, no other blocks of the design can have more than two varieties in common with $A$. Let $m_{0}$ be the number of blocks $A_{0}$ each of which has no variety in common with $A, m_{1}$ the number of blocks $A_{1}$ each of which has one variety in common with $A$ and $m_{2}$ the number of blocks $A_{2}$ each of which has two varieties in common with it.

Then using the results of Lemma 5.1 we have the following relations.

$$
\begin{aligned}
& m_{0}+m_{1}+m_{2}=b-1=\frac{p(p-1)}{2}-1 \\
& m_{1}+m_{2}=k(r-1)=(p-2)(p-1) \\
& 2 m_{2}=k(k-1)(\lambda-1)=(p-2)(p-3)
\end{aligned}
$$

From which we have

$$
\mathrm{m}_{\mathrm{o}}=\mathrm{o}, \mathrm{~m}_{1}=2(\mathrm{p}-2), \mathrm{m}_{2}=\frac{(\mathrm{p}-2)(\mathrm{p}-3)}{2}
$$

In the dual design therefore with respect to any given variety, the remaining varieties can be divided into two groups of size $n_{1}$ and $n_{2}$ respectively where

$$
\mathrm{n}_{1}=2(\mathrm{p}-2), \mathrm{n}_{2}=\frac{(\mathrm{p}-2)(\mathrm{p}-3)}{2}
$$

such that the varieties of the first group occur $\lambda_{1}(=1)$ time and those of the second group occur $\lambda_{2}(=2)$ times with the given variety.

Let an initial variety occur $\mathrm{x}_{1}$ times in the set $\mathrm{A}_{1}$ and $\mathrm{x}_{2}$ times in the set $A_{2}$. There are $\frac{(p-2)}{2} \frac{(p-3)}{\text { blocks containing }}$ as many pairs of the initial varieties. Every pair has occured once in $A$ and so can occur at most once in $\mathbf{A}_{2}$. Thus all the pairs of initial varieties in $\mathrm{A}_{2}$ are distinct. This shows that every initial variety occurs p-3 times in $A_{2}$, once in $A$ and therefore just twice in $\mathrm{A}_{1}$ i.e. $\mathrm{x}_{1}=2$ and $\mathrm{x}_{2}=\mathrm{p}-3$.

Let a non-initial variety occur $y_{1}$ times in the set $A_{r}$ and $y_{2}$ times in the set $A_{2}$. Then

$$
\mathrm{y}_{1}+\mathrm{y}_{2}=\mathrm{p}
$$

and remembering that it must occur twice with every initial variety, we get
$\mathrm{y}_{1}+2 \mathrm{y}_{2}=2(\mathrm{p}-2)$.
Hence $y_{1}=4, y_{2}=p-4$
Let $B$ be a block of $A_{1}$. Let there be $z_{1}$ blocks and $z_{2}$ blocks $\mathrm{B}_{2}$ in $\mathrm{A}_{1}$. Then

$$
z_{1}+z_{2}=m_{1}-1=2(p-2)-1
$$

Now block $B$ consists of one initial variety and ( $p-3$ ) noninitial varieties with reference to the standard $A$. In the remaining $2(p-2)-1$ blocks of $A_{1}$ this initial variety occurs once and the non-initial varieties occur thrice. So we have $\mathrm{z}_{1}+2 \mathrm{z}_{2}=1+3(\mathrm{p}-3)$.

$$
\text { Hence } z_{1}=p-2, z_{2}=p-3
$$

Let $B^{\prime}$ be a block of $A_{2}$. Let there be $u_{1}$ blocks $B_{1}^{\prime}$ and $u_{\text {. blocks }} \mathrm{B}_{2}^{\prime}$ in $\mathrm{A}_{1}$. Then

$$
\mathrm{u}_{1}+\mathrm{u}_{2}=\mathrm{m}_{1}=2(\mathrm{p}-2)
$$

Again the block $B^{\prime}$ consists of 2 initial-varieties and p-4 noninitial varieties, with reference to the standard $A$. In the set of $m_{1}=2(p-2)$ blocks of $A_{1}$, the initial varieties occur twice
and the non-initial varieties occur four times. So we have

$$
\begin{aligned}
& u_{1}+2 u_{2}=2 x_{2}+4(\mathrm{p}-4) \\
& u_{1}=4, u_{2}=2(p-2)-4=2(\mathrm{p}-4)
\end{aligned}
$$

For the dual design the blocks A and B become 1-associates and the number of varieties which are 1-associates of the treatment corresponding to A and simultaneously 2 -associates of the treatment corresponding to B is the number of blocks $\mathrm{B}_{2}$ each of which has one variety in common with A and simultaneously 2 varieties in common with B. Thus

$$
\mathbf{p}_{12}^{1}=\mathrm{z}_{2}=\mathrm{p}-3=\mathrm{p}_{21}^{1}
$$

Similarly the number of varieties which are simultaneously 1-associates of these two varieties of the dual design is obviously the number $z_{1}$ of blocks $B_{1}$ each of which has one variety in common with both A and B. Thus $\mathrm{p}^{1}=\mathrm{z}_{1}=\mathrm{p}-2$.

Further the blocks A and B' become 2 associates and we easily see that

$$
\begin{aligned}
& p_{12}^{2}=u_{2}=2(p-4)=p_{12}^{2} \\
& p_{11}^{2}=u_{1}=4 \\
& p_{22}^{2}=\frac{(p-4)(p-5)}{2}
\end{aligned}
$$

Thus the dual design is a PBIB with just two-types of associates.

Corollary 7.1. The above PBIBD can also be obtained by omitting all the blocks containing any particular variety from the SBIBD with parameters

$$
\mathrm{v}=\mathrm{b}=\frac{\mathrm{p}^{2}-\mathrm{p}+2}{2}, \mathbf{r}=\mathrm{k}=\mathrm{p}, \lambda=2
$$

Proof: Consider the residual design of the above PBIBD which will be a BIBD with parameters

$$
\begin{aligned}
& \mathrm{v}=\frac{(\mathrm{p}-1)(\mathrm{p}-2)}{2}, \mathrm{~b}=\frac{\mathrm{p}(\mathrm{p}-1)}{2} \\
& \mathrm{r}=\mathrm{p}, \mathrm{k}=\mathrm{p}-2 \text { and } \lambda=2
\end{aligned}
$$

The dual of the residual design can be obtained by omitting all the blocks containing any particular variety. (This variety corresponds to the block omitted in obtaining residual design.) By $\phi$ above theorem then this dual is a PBIBD of Theorem 7.1.
8. Some More Results on Duals:

In this section we give some more results concerning duals. The reader is referred to Agrawal (1963).

Lemma 8.1. If N is the incidence matrix of a PBIBD with parameters $v, b, r, k, \lambda_{1} n_{1},\left(p^{\prime}\right), i, j, k=1 ; 2, \ldots, m$ and jk $\mathrm{E}_{2}$ is a $\mathrm{v} \mathbf{x}$ b matrix with all elements equal to unity then $\mathrm{N}^{*}=\mathrm{E}_{\mathrm{v}}-\mathrm{N}$ is the incidence matrix of a PBIBD with parameters

$$
\begin{aligned}
& \mathbf{v}^{*}=\mathrm{v}, \mathrm{~b}^{*}=\mathrm{b}, \mathrm{r}^{*}=\mathrm{b}-\mathrm{r}, \mathrm{k}^{*}=\mathrm{v}-\mathrm{k} \\
& \lambda_{\mathrm{i}}^{*}=\mathrm{b}-2 \mathrm{r}+\lambda_{1}, \mathrm{n}_{\mathrm{j}}^{*}=\mathrm{n}_{\mathrm{i}},\left(\mathrm{p}_{\mathrm{jk}}^{10}\right)=\left(\mathrm{p}_{\mathrm{jk}}^{1}\right)
\end{aligned}
$$

Proof: Consider $N^{*} N^{*}=\left(E_{v b}-N\right)\left(E_{v b}-N\right)$ :

$$
\begin{aligned}
& =\left(E_{v b}-N\right)\left(E_{v b}-N^{\prime}\right) \\
& =b E_{v v}-E_{v b} N^{\prime}-N_{v b} E_{b v}+N N^{\prime} \\
& =b E_{v v}-E_{v b} N^{\prime}-N_{v b} E_{b v}+N N^{\prime} \\
& =b E_{v v}-r E_{v v}-r E_{v v}+N N^{\prime} \\
& =(b-2 r) E_{v v}+N N^{\prime}
\end{aligned}
$$

The matrix $\mathrm{NN}^{\prime}$ consists of $r$ in the principal diagonal and off-diagonal elements are one of the numbers i's.

Now remembering that matrix $N^{*} N^{*}$ will consist of $r^{*}$ in the principal diagonal and off-diagonal elements will be one of the numbers $1^{* \prime} s$, we see on equating diagonal and off-diagonal elements from both sides that

$$
\begin{aligned}
& \mathbf{r}^{*}=\mathbf{b}-2 \mathbf{r}+\mathbf{y}=\mathbf{b}-\mathbf{r} \\
& \lambda^{*}=\mathbf{b}-2 \mathbf{r}+\lambda_{\mathbf{1}}
\end{aligned}
$$

The other relationships follow immediately.
Theorem 8.1. If (i) N is the incidence matrix of a SBIBD with parameters $\mathrm{v}, \mathrm{k}$, and $\mathrm{L}_{1}$ is the incidence matrix of its derived design (ii) $L^{\prime}$ is the incidence matrix of a PBIBD with parameters

$$
\begin{aligned}
& \mathrm{v}^{*}=\mathrm{v}-1, \mathrm{~b}^{*}=\mathrm{k}, \mathrm{r}^{*}=\lambda, \mathrm{k}^{*}=\mathrm{k}-1 \\
& \lambda_{i}^{*}, \mathrm{n}_{i}^{*},\left(\mathrm{p}_{\mathrm{jk}}^{{ }^{*}}\right), \mathrm{i}, \mathrm{j}, \mathrm{k}=1,2, \ldots, \mathrm{~m}
\end{aligned}
$$

then the dual of the residual design $\mathrm{N}_{1}$ of N is a PBIBD with parameters

$$
\begin{aligned}
\mathrm{v}^{* *} & =\mathrm{v}-1, \mathrm{~b}^{*}=\mathrm{v}-\mathrm{k}, \mathrm{r}^{* *}=\mathrm{k}-\lambda, \mathrm{k}^{* *}=\mathrm{k} \\
\lambda_{1}^{* *} & =\lambda-\lambda_{1}, \mathrm{n}^{* *}=\mathrm{n}^{*},\left(\mathrm{p}_{\mathrm{ik}}^{10 *}\right)=\left(\mathrm{p}_{\mathrm{ik}}^{10}\right) \mathrm{i}, \mathrm{j}, \mathrm{k} \\
& =1,2, \ldots, \mathrm{~m} .
\end{aligned}
$$

Proof: Remembering the definition of $\mathrm{L}_{1}$ and $\mathrm{N}_{1}$, we can, without any loss of generality represent N by

$$
N=\left[\begin{array}{c:c}
E_{k, 1} & L_{1} \\
\cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \\
v-k, 1 & N_{1} \\
& : \\
v-k, v-1
\end{array}\right]
$$



Now $\mathrm{N}^{\prime} \mathrm{N}$ consists of $k$ in the principal diagonal and offdiagonal elements consist of $\lambda$.

$$
\begin{aligned}
& \text { i.e. } N^{\prime} N=(k-\lambda) I_{v}+\lambda E_{v v} \\
& N_{1}^{\prime} N_{1}+L_{1}^{\prime} L_{1}=(k-\lambda) I_{v-}+\lambda E_{v-1, v-1} \\
& \text { i.e. } N_{1}^{\prime} N_{1}=(k-\lambda) I_{v-1}+\lambda E_{v-1, v-1}-L_{1}^{\prime} L_{1}
\end{aligned}
$$

$L_{1}^{\prime} L_{1}=L_{1}^{\prime}\left(L_{1}^{\prime}\right)^{\prime}$ consists of $r^{*}-$ in the principal diagonal and off-diagonal elements consist of one of the numbers $\lambda_{i}^{*}$, and matrix $N_{1}^{\prime} N_{1}$ will consist of $r^{* *}$ in the principal diagonal and off-diagonal element will be one of the numbers $\lambda_{i}^{* *}$.

Now equating diagonal and off-diagonal elements from both sides we get

$$
\begin{aligned}
& \mathrm{r}^{* *}=\mathrm{k}-\lambda+\lambda-\lambda=\mathrm{k}-\lambda \\
& \lambda_{\mathrm{i}}^{\circ}=\lambda-\lambda_{\mathrm{i}}^{*}
\end{aligned}
$$

The other relationships follow immediately.
Corollary 8.1. It follows from Lemma 8.1 that duals of the complementary designs ( $\mathrm{E}_{k, v-1}-\mathrm{L}_{1}$ ) and ( $\mathrm{E}_{\mathrm{v}-\mathrm{k}, \mathrm{v}-1}-\mathrm{N}_{1}$ ) are PBIB designs with the same association scheme.

Corollary 8.2. If the SBIBD $N$ has $\lambda=2$, then the derived BIBD has $\lambda=1$. The dual of the BIBD with $\lambda=1$ has been proved to be a PBIBD (Theorem 5.1). Hence the duals of $N_{1}$, $\left(\mathrm{E}_{1, v-1}-\mathrm{L}_{1}\right)$ and ( $\mathrm{E}_{z-k, y-1}-\mathrm{N}_{1}$ ) are PBIBD with the same association scheme.

Corollary 8.3. If the SBIBD has $\lambda=1$, the the residual design has $\lambda=1$ and its dual is a PBIBD (Theorem 5.1) Applying Lemma 8.1 and Theorem 8.1 we see that duals of $L_{1}$; ( $\mathrm{E}_{\mathrm{k}, v-1}-\mathrm{L}_{1}$ ) and ( $\mathrm{E}_{\gamma-k, r-1}$ ) are PBIBD with the same association scheme.

Examples. (i) Consider the orthogonal series of BIB designs with parameters $v=s^{2}+s+1=b, r=s+1=k$,
$\lambda=1$. As the residual design is a BIBD with parameters

$$
\mathrm{v}=\mathrm{s}^{2}, \mathrm{~b}=\mathrm{s}^{2}=\mathrm{s}, \mathrm{r}=\mathrm{s}+1, \mathrm{k}=\mathrm{s}, \lambda=1
$$

so its dual is a PBIBD (Theorem 5.1).
Applying Lemma 8.1 and Theorem 8.1 the duals of the derived design, its complementary design and the complementary design of the residual design are PBIBD's with the same association scheme.
(ii) Consider the SBIBD with parameters

$$
\mathrm{v}=\mathrm{b}=\mathrm{p}^{2}-\mathrm{p}+2 \quad, \mathrm{r}=\mathrm{k}=\mathrm{p} \text { and } \lambda=2
$$

The derived design of the above series is a BIBD with $\lambda=1$, hence the duals of the residual design, the derived design, and the duals of the complementary of the residual and derived BIBD's are again PBIBD's. The residual design is

$$
\begin{aligned}
& \mathrm{v}^{*}=\frac{(\mathrm{p}-1)(\mathrm{p}-2}{2}, \quad \mathrm{~b}^{*}=\frac{\mathrm{p}(\mathrm{p}-1),}{2} \mathrm{r}^{*}=\mathrm{p} \\
& \mathrm{k}^{*}=\mathrm{p}-2 \text { and } \lambda^{*}=2
\end{aligned}
$$

' compare with Coroliary 7.1).

## SUMMARY

In this paper it is shown that the Balanced Incomplete Block Design with parameters
(i) $\mathrm{v}, \mathrm{b}, \mathrm{r}, \mathrm{k}, \lambda=\mathbf{1}$
and
(ii) $\quad v=\frac{(p-1)(p-2),}{2} b=\frac{p(p-1)}{2}$

$$
\mathrm{r}=\mathrm{p}, \mathrm{k}=\mathrm{p}-2, \lambda=2
$$

can be dualised to give Partially Balanced Incomplete Block Designs with only two types of associates. Easy methods for constructing these designs and some more results concerning such duals are also given.

## ACKNOWLEDGMENT

Thanks go to Professor Morris L. Eaton for his advice on the preparation of the Master paper on which the present paper is based.

## REFERENCES

1. Agrawal, H. (1963), "On the duals of BIB designs." Calcutta Statistical Association Bulletin, 12, 104-105.
2. Bose, R.C. (1939). "On the construction of balanced inc.mm. plete block designs." Annals of Eugenics 9, 353-399.
3. Bose, R. C. and Nair, K. R. (1939). "Partially balanced incomplete block designs." Sankhya 4, 337-373
4. Chakrabarti, M. C. (1962). Mathematics of design and analysis of experiments, Asia Publishing House, Bombay.
5. Fisher, R. A. and Yates, F. (1949). Statistical Tables Hafner Publishing Company, New York.
6. Hussain, Q. M. (1948). "Structure of some incomplete block designs." Sankhyä 8, 381-383.
7. Mann, H. B. (1949). Analysis and design of experiments, Dover Publications, Inc., New York.

Vol. XIX, Nos. 3 and 4, 1970

# A SOCIO-ECONOMIC PROFILE OF THE PHILIPPINE ELECTORATE 

By

CRISTINA P. PAREL*

The data on which this paper is based were obtained from the Opinion Poll Survey of the Philippine electorate conducted by the U.P. Statistical Center before the November, 1969 national elections. Such surveys were conducted by the Center mainly to: (1) ascertain which sampling scheme is best suited for a survey of Philippine voters; and (2) determine what method is most efficient in gathering information on voting preferences of the electorate. However, some questions extarneous to the main objectives were included in the last survey to elicit more information about them; viz. some socioeconomic characteristics. This paper gives a summary of these characteristics and makes an attempt to determine and analyze their relationships.

The last opinion poll survey used a two-stage sampling scheme with an over-all sampling fraction of $1 / 500$. The lists of electoral precincts of the Commission on Elections were used as a frame.

The mailed questionnaire was used in gathering information from the chosen respondents.

## I. Demographic Characteristics

A. Sex

There are more male voters than female voters. Only a little more than 40 per cent are female voters in both the

[^25]Manila and non-Manila areas. This could be an indication that the males are still more interested in politics ther the female; that the women still consider politics as the field of the men, and that it should be left only to the men. Some housewives feel that their husbands can very well take care of representing the family in political affairs without their participation.

TABLE I. SEX DISTRIBUTION OF PHILIPPINE REGISTERED VOTERS (NOVEMBER, 1969)
(IN PER CENT)

| S E X | Philippines | Greater Manila <br> Area | Non-Manila <br> Area |
| :--- | :---: | :---: | :---: |
| Total | 100.0 | 100.0 | 100.0 |
| Male | 56.0 | 54.2 | 56.4 |
| Female | 43.2 | 41.7 | 43.6 |
| Not Reported* | 0.8 | 4.1 | - |

[^26]
## B. Age

The voters in the Greater Manila area seem to be younger than those in the non-Manila area. About 30 per cent of the voters in the Manila area were below 30 years old in the last national elections, while only about 24 per cent are below this age in the non-Manila area. Perhaps, one reason for this is that the elections fall within a school year and many students of voting ages do not go home to their respective provinces to cast their votes. A great number also of those working in the Manila area from the provinces do not go back to their respective provinces to vote. Many of those who stay, register and cast their votes in the Manila area.

There is slightly a higher proportion of voters above 50 years old in the Greater Manila area than in the non-Manila area ( 19 per cent versus 17 per cent.).

As observed in Table 2, information on age is still one of the hardest to obtain from the respondents. More than 10 per cent of those who returned their accomplished questionnaires did not give their ages.

TABLE. 2. AGE DISTRIBUTION OF PHILIPPINE VOTERS (NOVEMBER, 1969)
(In Per Cent)

| AGE GROUP | Philippines | Greater Manila <br> Area | Non-Manila <br> Area |
| :---: | :---: | :---: | :---: |
| Total | $99.9^{*}$ | $99 . .^{*}$ | $99.9^{*}$ <br> $21-24$ <br> $25-29$ |
| -34 | 15.1 | 12.1 | 9.0 |
| $35-39$ | 13.5 | 16.8 | 14.7 |
| $40-44$ | 13.1 | 15.3 | 13.1 |
| $45-49$ | 11.5 | 8.3 | 13.0 |
| 50 \& Above | 9.3 | 8.9 | 12.1 |
| Not Reported | 17.4 | 18.6 | 9.4 |

* The total is not exactly $100.0 \%$ due to rounding.


## C. Civil Status

About seven out of ten of the Philippine electors are married ( 70.7 per cent.). Only about 15 per cent are single.

TABLE 3. DISTRIBUTION OF PHILIPPINE VOTERS BY CIVIL STATUS (NOVEMBER, 1969) (In Per Cent)

| CIVIL STATUS | Philippines | Greater Manila <br> Area | Non_Manila <br> Area |
| :--- | :---: | :---: | :---: |
| Tot al | $99.9^{*}$ | $99.9^{*}$ | 100.0 |
| Single | 16.7 | 23.6 | 15.1 |
| Married | 70.7 | 67.9 | 71.4 |
| Widowed | 3.4 | 3.2 | 3.4 |
| Separated | 1.0 | 0.4 | 1.2 |
| Not Reported | 8.1 | 4.8 | 8.9 |

- The total does not add up to $\mathbf{1 0 0 . 0 \%}$ due to rounding.

There is a higher proportion of married voters in the non-Manila area than in the Manila area ( $71.4 \%$ versus $67.9 \%$.).

## D. Educational Level

More than half of the Philippine electorate have only high school education and below. About 34 per cent have reached and gone beyond, college. In the non-Manila area about 34 per cent have only "intermediate and below" education and only about 30 per cent have gone to college. In the Greater Manila area, only about 14 per cent have "intermediate and below" education and more than 50 per cent have gone to college. This low level of education of some of non-Manila voters may be a reason for the "emotional" following of "attractive" and "personable" candidates. The high proportion of voters who have gone to college in the Greater Manila area is possibly one explanation why it has been observed in many past elections that popular candidates in the non-Manila area do not generally appeal to the Greater Manila voters, and that voters generally are not easily swayed by promises and the grandiose eloquence of some candidates.

> TABLE 4. DISTRIBUTION OF PHILIPPINE VOTERS BY EDUOATIONAL LEVEL (NOVEMBER, 1969) (In Per Cent)

| EDUCATIONAL <br> LEVEL | Philippines | Greater Manila <br> Area | Non-Manila <br> Area |
| :--- | :---: | :---: | :---: |
| Total | $100.1^{*}$ | $100.1^{\circ}$ | 100.0 |
| Primary | 7.8 | 1.7 | 9.2 |
| Intermediate | 22.7 | 12.3 | 25.1 |
| High School | 26.8 | 26.8 | 26.8 |
| College | 27.3 | 42.1 | 23.8 |
| Post-College | 6.6 | 10.2 | 5.8 |
| Note Reported | 8.9 | 7.0 | $\mathbf{9 . 3}$ |

*The total is not exactly $100.0 \%$ due to rounding.

## II. A. Employment

Out of the sampled voters who returned their questionnaires, about one-third ( 33 per cent) are unemployed. More than one-third of those who returned their accomplished questionnaires in the non-Manila areas are unemployed; the proportion is much less in the Greater Manila area. About one
out of five reported that they are self-employed. There is $q$ higher proportion of government employees than private agen-cies-employees among the voters ( $16.4 \%$ versus $11.7 \%$ ). However, in the Greater Manila area, there are many more private agencies-employees than government employees ( $24.8 \%$ versus $14.4 \%$.).

More than 10 per cent of those who returned their questionaires did not give the information on employment status.

TABLE 5. PER CENT DISTRIBUTION OF PHILIPPINE VOTERS (NOVEMBER, 1969)

| EMPLOYMENT <br> STATUS | Philippines | Greater Manila <br> Area | Non-Manila <br> Area |
| :--- | :---: | :---: | :---: |
| Total | 100.0 | $99.9 *$ | 100.0 |
| Gov. Employees | 16.4 | 14.4 | 16.9 |
| Priv. Employees | 11.7 | 24.8 | 8.6 |
| Self-Employees | 20.7 | 18.9 | 21.1 |
| Pensioners | 5.4 | 9.5 | 4.5 |
| Unemployed | 33.0 | 22.1 | 35.5 |
| Not Reported | 12.8 | 10.7 | 13.4 |

* The total is not exactly $100.0 \%$ due to rounding.
B. Income

Like information on age, information on income is very difficult to obtain from the respondents. This is shown by the more than 30 per cent of non-response to the question on income among those who returned their questionnaires.

About 46 per cent of the Philippine voters who returned their questionnaires reported an income of less than P3,600 per annum; about 48 per cent in the non-Manila areas and about 38 per cent in the Greater Manila area. Only about $7 \%$ reported an income of above P5,000 per annum. However, in the Greater Manila area, about 16 per cent reported an income of above P5,000 per annum. Voters in the non-Manila area with the same income constitute only about 5 per cent.

TABLE 6. PER CENT DISTRIBUTION OF PHILIPPINE VOTERS BY INCOME (NOVEMBER, 1969)

| Income per year | Philippines | Greater Manila <br> Area | Non-Manila <br> Area |
| :--- | :---: | :---: | :---: |
| Total 100.0 100.0 100.0 <br> Below P2,00 25.5 16.2 31.4 <br> P2,000 to less than    <br> P3,600 17.3 21.5 16.4 <br> P3,600 to less than 7.8 14.4 6.3 <br> P5,000 7.4 15.8 5.3 <br> Above P5,000 39.0 32.1 40.6Not Reported |  |  |  |

III. Analysis of Income in Relation to Other Characteristics

Income distribution is a very essential factor in social stratification. To understand more fully income differences of the Philippine voters, association studies are made in this paper.
A. Income and Sex

The male members of society are generally considered as the stronger of the two sexes. In a household, the male members are looked up to as the "breadwinners" and the "hope" of the family. But from the information gathered from the last opinion poll of Philippine voters, there are no evidences that income is associated with sex. The men voters seem not to be earning more than their female counterparts.

TABLE 7-A. INCOME BY SEX FOR 21 YEARS OLD AND OVER, FOR NINE REGIONS

| S E X | Income |  | Level |  | Total |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\begin{aligned} & \text { Below } \\ & \text { P2,000 } \end{aligned}$ | $\left\|\begin{array}{ll} \text { P2,000 } \\ \text { Less P3, } & - \\ \hline \end{array}\right\|$ | $\left\|\begin{array}{ll} \mathbf{P} 3,600 & - \\ \mathbf{P} 5,000 & \end{array}\right\|$ | Above P5,000 |  |
| Male | 526 | 273 | 109 | 105 | 1,013 |
| Female | 370 | 193 | 70 | 46 | 679 |
| Total | 896 | 466 | 179 | 151 | 1,692 |

TABLE 7-B. INCOME BY SEX FOR 21 YEARS OLD AND OVER FOR THE FIRST REGION

| S E X | Income |  | Level |  | Total |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\mathbf{P} 2,000$ <br> Below | $\left\lvert\, \begin{aligned} & \text { P2,000 } \\ & \text { Less P3,600. }\end{aligned}\right.$ | $\underset{\mathrm{P}, 600}{\mathrm{P} 5,000} \mathrm{l}$ | P5,000 <br> Above |  |
| Male | 56 | 96 | 54 | 66 | 272 |
| Femade | 46 | 43 | 32 | 31 | 152 |
| Total | 102 | 139 | 86 | 97 | 424 |

TABLE 7-C. INCOME BY SEX FOR 21 YEARS OLD AND OVER FOR ALL TEN REGIONS

| S E X | Income |  | Level |  | Total |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\begin{aligned} & \text { Below } \\ & \text { P2,000 } \end{aligned}$ | $\xrightarrow{\text { P2,000 }}$ Less P3,600 | P3,600 P5,000 | Above P5,000 |  |
| Male | 582 | 369 | 163 | 171 | 1,285 |
| Female | 416 | 236 | 102 | 77 | 831 |
| Total | 998 | 605 | 265 | 248 | 2,116 |

$x^{2}=9.55$ (Not significant at $a=.05$ )

## B. Income and Education

Observations seem to indicate that persons with more schooling tend to earn more money than those with less schooling. More schooling particularly, at the secondary and college levels, generally improves the productivity of an individual. This observation seems to be confirmed in this study. Among the Philippine voters, as one goes higher on the "educational ladder", the income becomes bigger. However, there are some with relatively little education with higher income, and a number with relatively higher education with low income. This is possibly due to differences in abilities, motivations and efforts of the individuals and many other factors that impinge on the observed association between income and education.

TABLE 8-A. INCOME BY EDUCATIONAL ATTAINMENT FOR 21 YEARS OLD AND OVER, FOR ALL TEN REGIONS

| EDNCATIONAL ATTAINMENT | Income Level |  |  |  |  |  |  |  | Total |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Below P2,000 |  | $\mathbf{P 2 , 0 0 0}$ - Less P3,600 |  | P3,600 - P5,000 |  | Above 95,000 |  |  |  |
|  | No. | \% | No. | \% | No. | \% | No. | \% | No. | \% |
| Intermediate and below | 443 | 77.99 | 75 | 13.20 | 22 | 3.87 | 28 | 4.93 | 568 | 100.0 |
| High School | 334 | 59.12 | 144 | 25.49 | 54 | 9.56 | 33 | 5.84 | 565 | 100.0 |
| College | 167 | 23.49 | 274 | 38.54 | 152 | 21.38 | 118 | 16.60 | 711 | 100.0 |
| Post College | 17 | 8.54 | 83 | 41.71 | 39 | 19.60 | 60 | 30.15 | 199 | 100.0 |
| Total | 961 |  | 576 |  | 267 |  | 239 |  | 2,043 |  |

$$
x^{2}=563.82(\text { Not significant at } a=.05)
$$

TABLE 8-B. INCOME BY EDUCATIONAL ATTAINMENT FOR 21 YEARS OLD AND OVER, FOR NINE REGIONS EXCLUDING THE FIRST REGION

| EDUCATIONAL ATTAINMET | Income Level |  |  |  |  |  |  |  | Total |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Below P2,000 |  | P2,000 - Less P3,600 |  | P3,600 - P5,000 |  |  | Above P5,000 |  |  |
|  | No. | \% | No. | \% | No. | \% | No. | \% | No. | \% |
| Primary | 121 | 83.95 | 13 | 8.96 | 2 | 1.38 | 9 | 6.21 | 145 | 100.0 |
| Intermediate | 304 | 79.58 | 52 | 13.61 | 14 | 3.66 | 12 | 3.14 | 382 | 100.0 |
| High School | 293 | 64.53 | 104 | 22.90 | 37 | 8.14 | 20 | 4.40 | 454 | 100.0 |
| College | 128 | 25.60 | 204 | 40.80 | 99 | 19.80 | 69 | 13.80 | 500 | 100.0 |
| Post-College | 13 | 9.35 | 72 | 51.79 | 24 | 17.26 | 30 | 21.58 | 139 | 100.0 |
| Total | 859 |  | 445 |  | 176 |  | 140 |  | 1,620 |  |

TABLE 8-C. INCOME BY EDUCATIONAL ATTAINMENT FOR 21 YEARS OLD AND OVER FOR THE FIRST REGION


$$
x^{2}=59.32155(\text { Not significant at } a=.05)
$$

TABLE 9-A. INCOME BY AGE FOR 21 YEARS OLD AND OVER (PHILIPPINES)
(NOVEMBER, 1969)

| AGE GROUP | Income Level |  |  |  |  |  |  |  | Total |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Below P2,000 |  | P2,000 - Less P3,600 |  | P3,600-P5,000 |  | Above P5,000 |  |  |  |
|  | No. | \% | No. | \% | No. | \% | No. | \% | No. | \% |
| 21-24 | 97 | 55.11 | 52 | 29.54 | 18 | 10.23 | 9 | 5.11 | 176 | 100.0 |
| 25-29 | 136 | 42.24 | 115 | 35.71 | 36 | 11.18 | 35 | 10.87 | 322 | 100.0 |
| 30-34 | 154 | 49.84 | 83 | 26.86 | 42 | 13.59 | 30 | 9.71 | 309 | 100.0 |
| 35-39 | 148 | 48.84 | 83 | 27.39 | 38 | 12.54 | 34 | 11.22 | 303 | 100.0 |
| 40-44 | 131 | 44.71 | 91 | 31.06 | 34 | 11.60 | 37 | 12.63 | 293 | 100.0 |
| 45-49 | 97 | 41.99 | 77 | 33.33 | 28 | 12.12 | 29 | 12.55 | 231 | 100.0 |
| 50 \& Above | 211 | 47.95 | 89 | 20.23 | 69 | 15.68 | 71 | 16.14 | 440 | 100.0 |
| Total | 974 |  | 590 |  | 265 |  | 245 | , | 2,074 |  |

曷
第
3
0
0
0

$$
\left.x^{2}=46.74 \text { (Not significant at } a=, 05\right)
$$

TABLE 9-B. INCOME BY AGE FOR 21 YEARS OLD AND OVER (NON-MANILA AREAS) (NOVEMBER, 1969)

| AGE GROUP | Income Level |  |  |  | Total |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\begin{aligned} & \text { Below } \\ & \text { P2,000 } \end{aligned}$ | $\begin{gathered} \text { P2,000 - Less } \\ \mathbf{P 3 , 6 0 0} \end{gathered}$ | $\begin{aligned} & \text { P3,600 - } \\ & \text { P5,000 } \end{aligned}$ | Above P5,000 |  |
| 21-24 | 81 | 31 | 6 | 5 | 123 |
| 25-29 | 119 | 85 | 24 | 21 | 249 |
| 30-34 | 130 | 66 | 26 | 13 | 235 |
| $35-39$ | 137 | 61 | 25 | 21 | 244 |
| 40-44 | 118 | 80 | 30 | 25 | 253 |
| 45-49 | 91 | 58 | 21 | 16 | 186 |
| 50 \& Above | 192 | 72 | 39 | 41 | 344 |
| Total | 868 | 453 | 171 | 142 | 1,634 |
|  |  | 38.35 (Not sign | cant at a | .05) |  |

TABLE 9-C. INCOME BY AGE FOR 21 YEARS OLD AND OVER (GREATER MANILA AREA) (NOVEMBER, 1969)

| AGE GROUP | Income Level |  |  |  | Total |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | Below <br> P2,000 | $\begin{aligned} & \text { P2,000 - Less } \\ & \mathbf{P 3 , 6 0 0} \end{aligned}$ | $\begin{aligned} & \text { P3,600 - } \\ & \text { P5,000 } \end{aligned}$ | Above P5,000 |  |
| 21-24 | 16 | 21 | 12 | 4 | 53 |
| 25-29 | 17 | 30 | 12 | 14 | 73 |
| 30-34 | 24 | 17 | 16 | 17 | 74 |
| 35-39 | 11 | 22 | 13 | 13 | 59 |
| 40-44 | 13 | 11 | 4 | 12 | 40 |
| 45-49 | 6 | 19 | 7 | 13 | 45 |
| 50 \& Above | 19 | 17 | 30 | 30 | 96 |
| Total | 106 | 137 | 94 | 103 | 440 |

TABLE 10-A. INCOME BY CIVIL STAATUS FOR 21 YEARS OLD AND OVER (NON-MANILA AREA)
(NOVEMBER, 1969)

| CIVIL STATUS | Income Level |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: |
|  | Below | P2,000-Less | P3,600- | Above P5,000 | Total |
|  | P2,000 | $\mathbf{P 3 , 6 0 0}$ | $\mathbf{P 5 , 0 0 0}$ |  |  |
| Single | 153 | 97 | 27 | 15 | 292 |
| Married | 698 | 356 | 140 | 128 | 1,322 |
| Total | 851 | 453 | 167 | 143 | 1,614 |

$x^{2}=9.37$ (Not significant at $a=.05$ )

TABLE 10-B. INCOME BY CIVIL STATUS FOR 21 YEARS OLD AND OVER (MANILA ABEA) (NOVEMBER, 1969)

| CIVIL STATUS | Income Level |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: |
|  | Below | $\mathbf{P 2 , 0 0 0}$-Less | $\mathbf{P 3 , 6 0 0}-$ | Above P5,000 | Total |
|  | $\mathbf{P 2 , 0 0 0}$ | $\mathbf{P 3 , 6 0 0}$ | $\mathbf{P 5 , 0 0 0}$ |  |  |
| Single | 25 | 46 | 21 | 20 | 112 |
| Married | 75 | 85 | 68 | 78 | 306 |
| Widow/Separated | 2 | 7 | 4 | 1 | 14 |
| Total | 102 | 138 | 93 | $\mathbf{9 9}$ | 432 |

$$
\mathrm{x}^{2}=11.79 \text { (Not significant at } a=.05 \text { ) }
$$

C. Income and Age

Analysis of the information gathered from Philippine voters seem to indicate that income is associated with age; as one grows older, the income tends to increase. However, if the age groups are examined by educational level, there seems to be no association between age and income; that is, if level of education is "controlled", no association is indicated. It is possible that the proportions of registered voters relative to the population in the age groups vary considerably and that the proportion is higher in older age groups than in the lower age groups.

## D. Income and Civil Status

It is a general impression that married people have more motivation and incentive to earn more than the unmarried ones. But the results of the poll show that income does not seem to be associated with civil status. However, among the Philippine electorate, there is a higher proportion of married voters earning P5,000 and above per annum than among the unmarried ones.

TABLE 11-A. PER CENT DISTRIBUTION OF PHILIPPINE VOTERS BY INCOME, AGE AND EDUCATIONAL ATTAINMENT (NOVEMBER, 1969)

| AGE AND EDUCATIONAL ATTAINMENT | Total |  | Below P2,000 |  | $\begin{aligned} & \text { P2,000 - } \\ & \text { Less P3,600 } \end{aligned}$ |  | P3,600 - P5,000 |  | Above P5,000 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | No. | \% | No. | \% | No. | \% | No. | \% | No. | \% |
| Intermediate |  |  |  |  |  |  |  |  |  |  |
| 21-24 | 28 | 5.1 | 23 | 5.3 | 2 | 2.8 | 2 | 9.1 | 1 | 4.0 |
| 25-29 | 55 | 10.0 | 43 | 10.0 | 8 | 11.4 | 2 | 9.1 | 2 | 8.0 |
| 30-34 | 65 | 11.8 | 59 | 13.6 | 6 | 8.6 | - | - | - | - |
| 35-39 | 73 | 13.3 | 62 | 14.4 | 7 | 10.0 | 2 | 9.1 | 2 | 8.0 |
| 40-44 | 81 | 14.8 | 56 | 13.0 | 14 | 20.0 | 4 | 18.2 | 7 | 28.0 |
| 45-49 | 83 | 15.1 | 63 | 14.6 | 11 | 15.7 | 5 | 22.7 | 4 | 16.0 |
| 50 \& Above | 164 | 29.9 | 126 | 29.2 | 22 | 31.4 | 7 | 31.8 | 9 | 36.0 |
| Subtotal - | 549 | 100.0 | 432 | 100.1 | 70 | 99.9 | 22 | 100.0 | 25 | 100.0 |
| High School |  |  |  |  |  |  |  |  |  |  |
| 21-24 | 42 | 7.7 | 33 | 10.2 | 8 | 5.9 | - | - | 1 | 3.1 |
| 25-29 | 71 | 13.0 | 46 | 14.2 | 20 | 14.7 | 3 | 5.7 | 2 | 6.2 |
| 30-34 | 88 | 16.1 | 56 | 17.2 | 20 | 14.7 | 7 | 13.2 | 5 | 15.6 |
| 35-39 | 94 | 17.2 | 57 | 17.5 | 22 | 16.2 | 10 | 18.9 | 5 | 15.6 |
| 40-44 | 81 | 14.8 | 48 | 14.8 | 18 | 13.2 | 8 | 15.1 | 7 | 21.9 |
| 45-49 | 58 | 10.6 | 28 | 8.6 | 19 | 14.0 | 7 | 13.2 | 4 | 12.5 |
| 50 \& Above | 112 | 20.5 | 57 | 17.5 | 29 | 21.3 | 18 | 34.0 | 8 | 25.0 |
| Subtotal | 546 | 99.9 | 325 | 100.0 | 136 | 100.0 | 53 | 100.1 | 32 | 99.9 |

TABLE 11-A. PER CENT DISTRIBUTION OF PHILIPPINE VOTERS BY INCOME, AGE AN EDUCATIONAL .... (CONT'D)

| AGE AND | Total |  | Below P2,000 |  | $\begin{gathered} \text { Less P3,600 } \\ \text { P2,000- } \end{gathered}$ |  | P3,600 - P5,000 |  | P5,000 Above |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| ATTAINMENT | No. | \% | No. | \% | No. | \% | No. | \% | No. | \% |

College \& Post College

| $21-24$ | 99 | 11.1 | 37 | 20.4 | 41 | 11.7 | 15 | 8.1 | 6 | 3.4 |
| :---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| $25-29$ | 187 | 20.9 | 38 | 21.0 | 81 | 23.1 | 32 | 17.2 | 36 | 20.3 |
| $30-34$ | 141 | 15.8 | 34 | 18.8 | 49 | 18.0 | 34 | 18.3 | 24 | 13.6 |
| $35-39$ | 124 | 13.8 | 23 | 12.7 | 51 | 14.5 | 25 | 13.4 | 25 | 14.1 |
| $40-44$ | 121 | 13.5 | 21 | 11.6 | 54 | 15.4 | 24 | 12.9 | 22 | 12.4 |
| $45-49$ | 81 | 9.0 | 4 | 2.2 | 44 | 12.5 | 16 | 8.6 | 17 | 9.6 |
| $50 \&$ Above | 142 | 15.9 | 24 | 13.3 | 31 | 8.8 | 40 | 21.5 | 47 | 26.6 |
| Subtotal - -895 | 100.0 | 181 | 100.0 | 351 | 100.0 | 186 | 100.0 | 177 | 100.0 |  |
| T o t a I | 1,990 |  | 938 |  | 557 |  | 261 |  | 234 |  |

$$
\text { Non-response }=1,522 ; \frac{1,522}{3,512}=43.3 \%
$$

TABLE 12-B. DISTRIBUTION OF GREATER MANILA VOTERS BY INCOME, AGE, AND EDUCA. TIONAL ATTAINMENT (NOVEMBER, 1969)

| AGE AND EDUCATIONAL ATTAINMENT | Total |  | Below P2,000 |  | $\begin{aligned} & \text { P2,000-- } \\ & \text { Less P3,600 } \end{aligned}$ |  | P3,600 - P5,000 |  | P5,000 Above |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | No. | \% | No. | \% | No. | \% | No. | \% | No. | \% |
| Intermediate |  |  |  |  |  |  |  |  |  |  |
| 21-24 | 2 | 5.1 | - | - | - | - | 1 | 20.00 | 1 | 16.7 |
| 25-29 | 1 | 2.6 | 1 | 5.6 | - | - | - | - | - | - |
| 30-34 | 6 | 15.4 | 5 | 29.8 | 1 | 10.0 | - | - | - | - |
| 35-39 | 1 | 2.6 | - | - | 1 | 10.0 | - | - | - | - |
| 40-44 | 5 | 12.8 | 1 | 5.6 | 2 | 20.0 | 1 | 20.0 | 1 | 16.7 |
| 45-49 | 10 | 25.6 | 4 | 22.2 | 4 | 40.0 | 1 | 20.0 | 1 | 16.7 |
| 50 \& Above | 14 | 35.9 | 7 | 38.9 | 2 | 20.0 | 2 | 40.0 | 3 | 50.0 |
| Subtotal - | 39 | 100.0 | 18 | 100.1 | 10 | 100.0 | 5 | 100.0 | 6 | 100.1 |
| High School |  |  |  |  |  |  |  |  |  |  |
| 21-24 | 8 | 7.3 | 5 | 11.9 | 3 | 7.9 | - | - | - | - |
| 25-29 | 13 | 11.8 | 7 | 16.7 | 6 | 15.8 | - | - | - | - |
| 30-34 | 18 | 16.4 | 11 | 26.2 | 3 | 7.9 | 2 | 11.8 | 2 | 15.4 |
| 35-39 | 18 | 16.4 | 6 | 14.3 | 8 | 21.0 | 3 | 17.6 | 1 | 7.7 |
| 40-44 | 10 | 9.1 | 5 | 11.9 | $\$$ | 5.3 | 1 | 5.9 | 2 | 15.4 |
| 45-49 | 14 | 12.7 | 1 | 2.9 | 7 | 18.4 | 2 | 11.8 | 4 | 30.8 |
| 50 \& Above | 29 | 26.4 | 7 | 16.7 | 9 | 23.7 | 9 | 52.9 | 4 | 30.8 |
| Subtotal - | 110 | 100.1 | 42 | 100.1 | 38 | 100.0 | 17 | 100.0 | 13 | 1001 |

TABLE 12-B: DISTRIBUTION OF GREATER MANILA VOTERS BY INCOME, AGE, AND EDUCA. TIONAL ATTAINMENT (NOVEMBER, 1969) (continued)

| AGE AND EDUCATIONAL ATTAINMENT | Total |  | Below P2,000 |  | $\begin{aligned} & 92,000- \\ & \text { Less P3,600 } \\ & \hline \end{aligned}$ |  | P3,600 - P5,000 |  | Above P5,000 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | No. | \% | No. | \% | No. | \% | No. | \% | No. | \% |
| College \& Post College |  |  |  |  |  |  |  |  |  |  |
| 21-24 | 43 | 16.0 | 11 | 26.2 | 18 | 22.5 | 11 | 16.2 | 3 | 3.8 |
| 25-29 | 52 | 19.3 | 8 | 19.0 | 20 | 25.0 | 11 | 16.2 | 13 | 16.4 |
| 30-34 | 48 | 17.8 | 7 | 16.7 | 13 | 16.2 | 14 | 20.6 | 14 | 17.7 |
| 35-39 | 35 | 13.0 | 5 | 11.9 | 10 | 12.5 | 9 | 13.2 | 11 | 13.9 |
| 40-44 | 24 | 8.9 | 7 | 16.7 | 7 | 8.8 | 2 | 2.9 | 8 | 10.1 |
| 45-49 | 17 | 6.3 | 1 | 2.4 | 6 | 7.5 | 3 | 4.4 | 7 | 8.9 |
| 50 \& Above | 50 | 18.6 | 3 | 7.1 | 6 | 7.5 | 18 | 26.5 | 23 | 29.1 |
| Subtotal - | 269 | 99.9 | 42 | 100.1 | 80 | 100.0 | 68 | 100.0 | 79 | 99.9 |
| Total | 418 |  | 102 |  | 128 |  | 90 |  | 98 |  |

$$
\text { Non-response }=242 ; \text { percentage of total }=36.7 \%
$$

TABLE 13-C. PER CENT DISTRIBUTION OF NON-MANILA VGTERS BY INCOME, AGE, AND EDUCATIONAL ATTAINMENT (NOVEMBER, 1969)

| AGE AND EDUCATIONAT. ATTAAINMENT | Total |  | Below P2,000 |  | $\begin{aligned} & 92,000- \\ & \text { Less } \mathbf{P 3 , 6 0 0} \end{aligned}$ |  | $\mathrm{P} 3,600-\mathrm{P} 5,000$ |  | P5,000 Above |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | No. | \% | No. | \% | No. | \% | No. | \% | No. | \% |
| intermediate |  |  |  |  |  |  |  |  |  |  |
| 21-24 | 26 | 5.1 | 23 | 5.6 | 2 | 3.3 | 1 | 5.9 | - | - |
| 25-29 | 54 | 10.6 | 42 | 10.1 | 8 | 13.3 | 2 | 11.8 | 2 | 10.5 |
| 30-34 | 59 | 11.6 | 54 | 13.0 | 5 | 8.3 | - | - | - | - |
| 35-39 | 72 | 14.1 | 62 | 15.0 | 6 | 10.0 | 2 | 11.8 | 2 | 10.5 |
| 40-44 | 76 | 14.9 | 55 | 13.3 | 12 | 20.0 | 3 | 17.6 | 6 | 31.6 |
| 45-49 | 73 | 14.3 | 59 | 14.8 | 7 | 11.7 | 4 | 23.5 | 3 | 15.8 |
| 50 \& Above | 150 | 29.4 | 119 | 28.7 | 20 | 33.3 | 5 | 29.4 | 6 | 31.6 |
| Subtotal - | 510 | 100.1* | 414 | 99.9** | 60 | 99.9* | 17 | 100.0 | 19 | 100.0 |
| High School |  |  |  |  |  |  |  |  |  |  |
| 21-24 | 34 | 7.8 | 28 | 9.9 | 5 | 5.1 | - | - | 1 | 5.3 |
| 25-29 | 58 | 13.3 | 39 | 13.8 | 14 | 14.3 | 3 | 8.3 | 2 | 10.5 |
| 30-34 | 70 | 16.1 | 45 | 15.9 | 17 | 17.3 | 5 | 13.9 | 3 | 15.8 |
| 35-39 | 76 | 17.4 | 51 | 18.0 | 14 | 14.3 | 7 | 19.4 | 4 | 21.0 |
| 40-44 | 71 | 16.3 | 43 | 15.2 | 16 | 16.3 | 7 | 19.4 | 5 | 26.3 |
| 45-49 | 44 | 10.1 | 27 | 9.5 | 12 | 12.2 | 5 | 13.9 | - | - |
| 50 \& Above | 83 | 19.0 | 50 | 17.7 | 20 | 20.4 | 9 | 25.0 | 4 | 21.0 |
| Subtotal - | 436 | 100.0 | 283 | 100.0 | 98 | 99.9* | 36 | $99.9{ }^{*}$ | 19 | 99.0* |

TABLE 13-C. PER CENT DISTRIBUTION OF NON-MANILA VOTERS BY INCOME, AGE, AND ...

| AGE AND | Total |  | Below P2,000 |  | $\begin{aligned} & \text { P2,000- } \\ & \text { Less P3,600 } \end{aligned}$ |  | P3,600 - 5,000 |  | P5,000 Above |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| ATTAINMENT | No. | \% | No. | \% | No. | \% | No. | \% | No. | \% |

College \& Post College

| 21-24 | 56 | 8.9 | 26 | 18.7 | 23 | 8.5 | 4 | 3.4 | 3 | 3.1 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 25-29 | 135 | 21.6 | 30 | 21.6 | 61 | 22.5 | 21 | 17.8 | 23 | 23.5 |
| 30-34 | 93 | 14.9 | 27 | 19.4 | 36 | 13.3 | 20 | 16.9 | 10 | 10.2 |
| 35-39 | 89 | 14.2 | 18 | 12.9 | 41 | 15.1 | 16 | 13.6 | 14 | 14.3 |
| 40-44 | 97 | 15.5 | 14 | 10.1 | 47 | 17.3 | 22 | 18.6 | 14 | 14.3 |
| 45-49 | 64 | 10.2 | 3 | 2.2 | 38 | 14.0 | 13 | 11.0 | 10 | 10.2 |
| 50 \& Above | 92 | 14.7 | 21 | 15.1 | 25 | 9.2 | 22 | 18.6 | 24 | 24.5 |
| Subtotal - | 626 | 100.0 | 139 | 100.0 | 271 | 99.9** | 118 | $99.9{ }^{*}$ | 98 | 100.1* |
| Total | 1,572** |  | 836 |  | 429 |  | 171 |  | 136 |  |

*The total is not exactly $100.0 \%$ due to rounding.

* Not all of the returned questionnaires had complete responses on income, age and educational level; hence, the total shown here is only about 50 per cent of those who returned the questionnaires.


## IV. Limitations of the Findings

Much care was exercised at all stages of the survey, from planning thru data collection up to the processing and tabulation stages, but as it is true in all surveys, "errors" arising from the respondents could not be avoided. Out of the about 40,000 questionnaires mailed out in Manila and the provinces, only about 18 per cent were returned accomplished, and out of those returned, still a number of them did not have complete responses. In view of this low returns, caution should be taken in interpreting the findings, especially since the survey was not designed primarily to measure these socio-economic characteristics.

However, after tabulating the returns, it appeared that those who accomplished and returned the questionnaires came from all sectors of the population, as to educational level, employment status, age and sex. It could not be ascertained, though, whether or not a sector was not over or under represented relative to the other sectors. In making this report, therefore, it is a assumed that the returns constitute a random subsample of the original sample.
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[^0]:    * Speech delivered at the Commencement Exercises, Statistical Center and Population Institute, April 11, 1970.
    ** President, National Life Insurance Co.

[^1]:    * Secretary and Associate Professor, U.P. Statistical Center:

[^2]:    ${ }^{1}$ This paper is part of the thesis of the same title submitted by the author in partial fulfillment of the requirements for the degree of M. A. Statistics, U.P., 1969.
    ${ }_{2}$ Formerly meteorologist of the Weather Bureau. Now instructor at the Statistical Center, U.P.

[^3]:    Source: Climatological Division, Philippine Weather Bureau.
    ${ }^{1}$ Original data with missing observations.

[^4]:    ${ }^{1}$ This paper is part of the thesis of the same title submitted by the author in partial fulfillment of the requirements for the degree of M.A. (Statistics), U.P., 1970.
    ${ }^{2}$ Instructor, Statistical Center, University of the Philippines.

[^5]:    ${ }^{2}$ The upper entries are the number of educational institutions (psu) while the lower entries are the percentage of faculty members (ssu) in the frame used as samples.

[^6]:    * Read at the Annual Conference of the Philippine Statistical Association, September 18, 1970.
    * Director, Chemical Department, Board of Investments.

[^7]:    *Read at the Annual Conference of the Philippine Statistica! Association, September 18, 1970.
    ** Actg. Vice President, National Investment Development Corporation.
    *** Published in the Statistical Reporter Vol XIII (3), 1969, OSCAS, National Economic Council.

[^8]:    ${ }^{1}$ Bryce, Murray D. "Industrial Development", New York, McGrawhil Book Co., 1960, pp 141-146

[^9]:    ${ }^{2}$ Ruggles and Ruggles, "National Income Accounts and Income Analysis", McGraw-Hiil Book Co., Inc., New York, 1956, pp. 54-59.

[^10]:    ${ }^{3}$ Eugene Staley, "The Future Underdeveloped Countries", Harper and Brothers, N.Y. 1954, pp. 304.

[^11]:    ${ }^{\text {a }}$ Including sales proceeds from molasses.

[^12]:    ${ }^{*} . \ldots .20 \%$ added to $2 / 3$ of revenue as premium for foreign exchange receipts
    ${ }^{6}$..... $40 \%$ deducted from labor costs to reflect estimated alter-native-use value of labor in agriculture
    ${ }^{\circ} . . .220 \%$ added to $70 \%$ of item to reflect imported cost and value of foreign exchange
    d.... Taxes removed as they are not a cost to the economy

[^13]:    *Read at the Annual Conference of the Philippine Statistical Association, September 18, 1970.
    **Vice Chairman, Congressional Economic Planning Office.

[^14]:    * Read at the Annual Conference of the Philippine Statistical Association on September 18, 1970. The author acknowledges the valuable help and suggestions given by Dr. Arturo Q. Trinidad and his research staff in the preparation of this paper.
    * Chief, Office of the Agricultural Marketing News Service, Bureau of Agricultural Economics, DANR.

[^15]:    1 "Problems in Comparison of Economic Trends", Economic Growth - Brazil, India, Japan, Kuznets, Moore and Spengler, ed. (North Carolina 1955).

[^16]:    ${ }^{2}$ Six Lectures on Economic Growth (New York 1961), 15-18. by Simon.

[^17]:    ${ }^{3}$ P.C. Mahalanobis "Statistics as a Key Technology". American Statistics, April 1965, p. 43

[^18]:    4 Asian Studies on Income and Wealth, Papers presented at First Asian Conference on Income and Wealth, Hongkong, August 1960 International Asso., for Research in Income and Wealth, N.Y. Pub. House, 1965.
    ${ }^{5}$ American Statistical Association Journal, Paper written by William Abraham, p. 669.

[^19]:    * Prof. Saw Swee-Hock is Professor of Statistics and Head of the Department of Statistics at the University of Hongkong.
    ${ }^{1} \mathrm{H}$. Fell, 1957 Population Census of the Federation of Malaya, Report No. 14, Kuala Lumpur: Department of Staistics, 1960, Table 4, p.
    ${ }^{2}$ For an account of Whtpple's Index, see United Nations, Manual II: Methods of Appraisal of Quality of Basic Data for Population Estimates, ST/SOA/Series A, Population Studies No. 23, New York, 1955, pp. 40-41.

[^20]:    ${ }^{3}$ Uniied Nations, Demographic Yearbook 1960, New York, 1960. The full gradirg given in this publication is as follows:-

    Less than 105
    105-109.9
    110-124.9
    125-174.9
    More than 175
    Very rough "Errors and Biases in the the theory of the Index, see R.J. Myers, tuarial Society of America' Transactions, Vges in Census Data", AcOctober 1940, pp. 395-415.

[^21]:    ${ }^{5}$ See N.H. Carrier, "A Note on the Measurement of Digital Preference in Age Recordings", Journal of the Institute of Actuaries, Vol. 85, Part 1, No. 369, June 1959, pp. 71-85.

[^22]:    ${ }^{6}$ H. Fell, op. cit., p. 37. It is interesting to note that Fell, for some, unkown reasons, did not mention the connection between the introduction of the new method of collecting Cninese age statistics and the good quality of the Chinese age data compiled in the 1957 Census.
    ${ }^{7}$ For a detailed discussion of the principles underlying the new method using animal-year information and an appraisal of the method utilized in the 1957 Census, see Saw Swee-Hock, "Errors in Chinese Age Statistics," Demography, Vol. 4, No. 2, 1967, pp. 859-875.

[^23]:    * Revision of a term paper submitted in partial fulfillment of the requirements for the degree of Master of Science at the University of Chicago.

[^24]:    * Revision of a term paper submitted in partial fulfillment of the requirements for the degree of Master of Science at the University of Chicago.

[^25]:    *Director and Professor of Statistics, U.P. Statistical Center.

[^26]:    *Those who returned questionnaires but did not answer the question.

